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Abstract: This thesis expands previous work on defects appearing in classical

integrable field theories, with a generalised form for momentum conserving defects

being found. It is shown that the defect equations can always be augmented to

give a Bäcklund transformation for the bulk theory, and new momentum conserving

defects are found for the Br and Dr ATFTs. Momentum conservation is shown to

be a necessary condition if the system is to have an infinite number of conserved

quantities for all defects in ATFTs. The D4 defect in particular is investigated,

with the system shown to have a zero curvature representation and soliton-defect

interactions being investigated.
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Chapter 1

Introduction

In this thesis we will be investigating whether a defect can be incorporated into an

integrable system without destroying its integrability. A system being integrable

implies that it is completely solvable. Integrability was first conceived of in relation

to a system with N degrees of freedom specified by N coordinates and N momenta.

We can carry out a transformation to a specific set of coordinates known as the

action-angle variables, and once in this coordinate system it can be shown that the

existence of N independent conserved quantities which are in involution under a

Poisson bracket allows the solution to be found by the method of quadratures. This

is a Liouville integrable system. For the classical 1 + 1 dimensional field theories

we will work with there are an infinite number of degrees of freedom, so in order

for the system to be (in principle) solvable there must be an infinite number of

independent conserved quantities in Poisson involution [FT86; BBT03]. For many

integrable field theories there is a class of solutions known as solitons. These appear

as stable, localised field configurations and are of immense physical interest [SCM73].

For overviews of the concept of integrability see [FT86; BBT03].

Several methods have been developed for demonstrating the integrability of any

particular field theory. It has been shown that being able to use the method of the

inverse scattering transform to find solutions to the system implies the existence of

an infinite number of conservation laws [ZS72]. Of more interest to us is the method
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of zero curvature, Lax pairs [Lax68] and the r-matrix [Skl80]; reviews of this method

appear in [Sem83; FT86; BBT03]. For a system with a Lax pair which satisfies the

zero curvature condition if and only if the equations of motion are satisfied it is

possible to use the Lax matrices to write down the monodromy matrix. Evaluating

this monodromy matrix at different times then allows the calculation of an infinite

number of conserved quantities. If a related r-matrix can be found which satisfies the

classical Yang-Baxter equation then these conserved quantities are also in Poisson

involution, and the system is Liouville integrable. Here we will be focussing on the

existence of an infinite number of conserved quantities. In fact, we initially only

consider the conservation of energy and momentum.

Various integrable field theories exist. Much early investigation of integrability took

place for the Kortweg-de Vries equation, which was also where the first solitons were

observed. The inverse scattering transform was first developed for the Kortweg-de

Vries equation and used to find soliton solutions and prove the existence of an infinite

number of conserved quantities [GGKM67; ZS72; ZF71]. The method of the Lax pair

to prove integrability was also developed for the Kortweg-de Vries equation [Lax68].

Other scalar field theories which have been investigated using the inverse scattering

transform are the sine-Gordon model [AKNS73], the Tzitzéica model [BSS93] and

the nonlinear Schrödinger equation [ZS72].

The integrable field theories which we will be considering here are the affine Toda

field theories (ATFTs). They began life as an investigation into a chain of N particles

with certain nearest neighbour interactions [Tod70]. This was later generalised to

a vector field theory whose potential is based on the roots of any semi-simple Lie

algebra [Bog76; Mik79; MOP81]. The “affine" refers to the fact that the potential

is written in terms of the simple roots and the lowest weight root, as the addition

of the lowest weight root to a Dynkin diagram gives an affine Dynkin diagram. The

ATFT based on the simple and lowest weight roots of Lie algebra g is referred to

as the g ATFT. These were shown to have a zero curvature representation (and so

an infinite number of conserved quantities) [MOP81; Wil81] and later shown to be
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integrable [OT85; OT86] using the method of the Lax pair and r-matrix.

All of the above systems have soliton solutions which are of physical interest [SCM73].

In addition to being integrable solitons (stable by virtue of a balance of nonlinear

and dispersive effects) the ATFT solitons are also topological, with their stability

guaranteed by the existence of some topological charge. Soliton solutions may be

found using the inverse scattering transform, but for ATFTs the Hirota bilinear

method, first introduced to find Kortweg-de Vries solitons [Hir71], was used to give

soliton solutions. Classical solitons in the Ar ATFTs were first investigated in [Hol92],

and their topological charges were found to be weights of the associated Lie algebra.

For ATFTs the potential has multiple vacua only if the field takes complex values,

but the solitons were found to still have a real mass and energy. In [MM93] all other

static solitons were found, and again the topological charges were found to take values

in the weight lattice of the relevant Lie algebra, with the multi-soliton solutions given

in [McG94a]. Multi-soliton solutions may be constructed and analysed, giving the

result that when solitons scatter they undergo a brief deformation when the solitons

are in close proximity, before quickly returning to their original shape and velocity,

with the only effect of the interaction being a shift in the position of the solitons.

For more information on solitons and integrability see [FT86; For90].

Bäcklund transformations are also closely related to integrability [RS02]. They are a

set of first order coupled differential equations whose solutions are also the solutions

to two uncoupled sets of higher order differential equations [DB76; Miu76]. All of the

scalar field theories (but not all ATFTs) mentioned here have a Bäcklund transform-

ation, with [WE73] giving the Kortweg-de Vries equation Bäcklund transformation,

[DB76] the sine-Gordon Bäcklund transformation, [Nim83] the nonlinear Schrödinger

equation Bäcklund transformation, [BSS93] the Tzitzéica Bäcklund transformation

and [FG80] generalising the sine-Gordon Bäcklund transformation to the Ar ATFT

Bäcklund transformation. These Bäcklund transformations are useful for finding

soliton solutions. By taking the solution of one set of second order equations to be

zero it is possible to solve the first order Bäcklund transformation equations, giving
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a solution to the other set of second order equations. In [LOT93] the Bäcklund

transformations of the Ar ATFT are used to generate soliton solutions.

Quantum integrability also exists, although we will not be considering the quantum

case at all here. The existence of scattering matrices satisfying the Yang-Baxter

equation ensures quantum integrability, with quantum scattering in an integrable

system always factorisable to 2-2 scattering. Information on quantum integrability

can be found in [ZZ79; Dor91; Dor92; CDS93], with the quantum S-matrix for the

Toda chain given in [AFZ79] and the S-matrices for all quantum ATFTs investigated

in [BCDS90].

There are many physical examples of integrable systems and solitons; for just a few

examples see [SCM73; For90]. In more detail we have [Lam67] for solitons in optics,

[Dav77] for solitons in proteins, [Ust98] for solitons in Josephson junctions, [G L93] for

the nonlinear Schrödinger equation in optics and [RV04] for solitons in Bose-Einstein

condensates. Topological (but, at least in this example, not integrable) solitons are

frequently used to model non-perturbative systems of elementary particles [Sky61].

Since (some of) the interest in integrable systems is due to their ability to model

physical phenomena whilst remaining exactly solvable it is important to be able to

incorporate common physical occurrences without destroying the integrability of the

system. In this thesis we are interested in introducing defects to integrable models.

A defect is some discontinuity, either in physical media or fields in a mathematical

model, and we are aiming to find ways of incorporating a discontinuity into an

integrable model without destroying its integrability. Some examples of physical

defects have been considered in the Ising model [MP80], in a chain of driven, damped

pendula [ABT00] and in semiconductors [Jun+14].

Some of the earliest studies of defects were in quantum integrable field theories, for

example in a free fermion theory [DMS94b; DMS94a] and in sine-Gordon theory

[KL99], and here it was shown that integrable defects must be purely reflecting or

transmitting. Quantum defects have been investigated further in [MRS02; CFG02;

MRS03; CMRS05], with a defect in the quantum nonlinear Schrödinger equation
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appearing in [CMR04], a defect in the quantum sine-Gordon model appearing in

[BCZ05] and defects in the quantum ATFTs being investigated in [CZ07; CZ09b;

CZ10; CZ11].

From the fact that quantum defects must be purely transmitting came the idea that

momentum conservation may be important in the classical case. If a system with

a defect is to have soliton solutions (and so likely be integrable) while being purely

transmitting then momentum is conserved, at least between very early and very late

times (i.e. while the defect and soliton are not interacting). In [BCZ04b], where the

Lagrangian approach to classical defects used in this thesis was pioneered, it was

found that for a defect in sine-Gordon theory certain equations of motion at the

defect ensured that momentum was conserved. The conservation of energy and some

higher spin charges was also checked for these momentum conserving defects. These

were generalised to give momentum conserving defects in Ar ATFTs, although it

was also proved that momentum conserving defects of the particular form found in

[BCZ04b; BCZ04a] could never appear in an ATFT based on a different Lie algebra.

An ATFT with a momentum conserving defect has been shown to have a solution

where a soliton is transmitted by the defect between the ATFTs on either side,

and the defect may delay the soliton or change its topological charge. For certain

cases the delay factor may be infinite, meaning that the soliton is absorbed by the

defect. In addition to these soliton solutions this system also has infinite number

of conserved quantities, so is likely integrable [BCZ04a; CZ07; CZ09b]. However,

the integrability of these particular defects has not been proven as they are given in

a Lagrangian rather than a Hamiltonian form, meaning that the Poisson brackets

and r-matrix satisfying the Yang-Baxter equation required to prove that the charges

are in involution are difficult to write down. A Hamiltonian set-up in which the

Lax and r-matrix equations are immediately assumed to be satisfied by some matrix

associated with the defect are investigated in [AD12a; AD12b; Doi15] for defects in

the nonlinear Schrödinger equation, sine-Gordon theory and ATFTs. While these

defects are integrable they do not necessarily describe the same systems as the
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momentum conserving defects found in the Lagrangian set-up. Some attempt to

reconcile this Hamiltonian approach and the Lagrangian approach to defects is made

in [Cau15; CK15], and a method of moving from the Lagrangian to the Hamiltonian

picture was suggested in [CZ09a].

Another interesting observation made for these momentum conserving defects in Ar

ATFTs is that the defect equations of motion, when taken to hold everywhere rather

than just at the position of the defect, give a Bäcklund transformation between the

theories on either side of the defect. This is not completely surprising, as the defect

equations couple the two bulk theories on either side of the defect.

In [CZ09a] the momentum conserving defects first found in [BCZ04b] were modified

by the addition of a degree of freedom at the defect, allowing a momentum conserving

defect in the Tzitzéica model (previously excluded due to not being based on the

roots of Ar) to be found. This idea of extra degrees of freedom at the defect, and

the fact that one ATFT can be folded to a different ATFT using certain symmetries

of the Dynkin diagram [OT83a; OT83b; PS96], was used in [Rob14b] to fold existing

Ar ATFT defects to new Cr ATFT defects. The defects appearing in [BCZ04b;

BCZ04a; CZ07; CZ09b], which have no additional degrees of freedom at the defect,

are referred to as type I defects and the defects with additional degrees of freedom

appearing in [CZ09a; Rob14b; Rob14a; Rob15] are referred to as type II defects.

Some investigation into defects in non-relativistic theories such as the nonlinear

Schrödinger equation and the Kortweg-de Vries equation have also been made [CZ06;

CP16] (also [Doi12; AD12a]).

In this thesis we advance the classical Lagrangian defect story by generalising the

type II defects such that we can find momentum conserving defects in the Br and

Dr ATFTs.

In chapter 2 we first provide a little more background on momentum conserving

defects in section 2.1 and then present entirely original work, with sections 2.2 and

2.4 giving results which appear in [BB17] and section 2.3 unpublished. In section
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2.2 a generalised type II defect is written down, with any number of bulk fields

and any number of extra degrees of freedom at the defect. The general form any

momentum conserving defect must take and the restrictions which must be satisfied

are found. In section 2.3 we consider a moving defect, and show that it is also

momentum conserving. Finally in section 2.4 the defect equations are modified to

give a Bäcklund transformation. This Bäcklund transformation exists for any bulk

theory for which a momentum conserving defect satisfying the constraints detailed

in this section can be found.

In chapter 3 the introductory section 3.1 gives some background on ATFTs in general

and section 3.2 runs over the proof that momentum conserving type I defects can

only appear in Ar ATFTs, the working used to find the type II Tzitzéica defect, and

the method for folding two type I A3 ATFT defects to a single type II C2 ATFT

defect. Section 3.3 is then entirely original work. The general form of a momentum

conserving defect in an ATFT in section 3.3 and the specific momentum conserving

defects in Ar, Br, Cr and Dr ATFTs given in sections 3.3.2-3.3.5 can be found in

[BB17]. The more detailed working for defects in the D4 ATFT given in section 3.3.1

appears in [Bri17], and the considerations as to why defects for the ATFTs based

on the exceptional Lie algebras have not yet been found in sections 3.3.6-3.3.8 are

original and unpublished.

In chapter 4 we focus on the Tzitzéica and D4 defects. Section 4.1 gives a general

introduction to integrability and the condition which must be satisfied for the system

with a defect to have infinitely many conserved quantities is found. Section 4.2 uses

the form of a generalised momentum conserving defect in an ATFT from section 3.3

to show that momentum conservation is a necessary condition for the defect to be

integrable. Taking the specific Tzitzéica and D4 cases in sections 4.2.1 and 4.2.2 we

are able to satisfy the defect zero curvature condition. The results in sections 4.2

and 4.2.2 may be found in [Bri17]. The defect matrix in the Tzitzéica model has

been found previously in [AAGZ11].

In chapter 5 the interactions of solitons and defects are considered. Some background
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on solitons in the D4 ATFT is given in section 5.1. Section 5.3 contains the soliton

delays found for a D4 ATFT defect as given in section 3.3.1, which appear in [BB17].

This chapter also contains unpublished work on the possible topological charges of

the defect and the behaviour of the extra degrees of freedom at the defect as the

soliton interacts with it.



Chapter 2

Momentum conserving defects

2.1 Introduction

It is possible for some two-dimensional integrable field theories to accommodate

discontinuities in the fields and yet still have several conserved quantities. These

include energy and, more remarkably given the breaking of translation invariance

by introducing the discontinuity at a specific point in space, momentum. These

systems still admit soliton solutions, in the form of solitons in the bulk which are

transmitted through the discontinuity with some delay, and have an infinite number

of conserved charges, and so likely remain integrable [BCZ04a; CZ07; CZ09b; CZ09a].

This discontinuity is referred to as a defect in the theory, and the fields on either

side of the discontinuity are related by some set of defect conditions. There may be

a potential and extra degrees of freedom which exist only at the defect and influence

the defect conditions.

We take the defect to lie at x = 0 (although in section 2.3 we will consider a defect

with a time dependent position). The bulk vector field in the region x ≤ 0 will be

called u(x, t), the bulk vector field in the region x ≥ 0 will be called v(x, t) and any

degrees of freedom living on the defect at x = 0 are labelled λ(t). We shall refer to

the λ(t) as auxiliary fields. The term field may seem a peculiar choice as λ has no

spatial dependence; however when we come to consider Bäcklund transformations
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we will see that it is natural to extend the definition of λ to take values in the

bulk. We denote the components of u, v and λ as u1, u2, . . . , v1, v2, . . . , λ1, λ2, . . . .

Additionally we will assume that u and v describe two copies of the same bulk theory

but on different sides of the defect, so that the number of components of u and v

are equal. There may be any number of components of the auxiliary vector field λ.

The Lagrangian description of the theory in the presence of a defect at x = 0 is

given in terms of a density

L = Θ(−x)L(u) + Θ(x)L(v) + δ(x)LD, (2.1.1)

where the bulk Lagrangian densities

L(u) = 1
2(ui,tui,t − ui,xui,x)− U(u) (2.1.2)

L(v) = 1
2(vi,tvi,t − vi,xvi,x)− V (v) (2.1.3)

govern the behaviour of the bulk fields u and v. Subscripts of t and x denote partial

differentiation with respect to that variable and are separated from subscripts of

indices by a comma. Einstein sum notation is used throughout. The two bulk

theories are coupled at x = 0 via the defect Lagrangian LD which depends on u, v

and λ. This Lagrangian set-up was pioneered in [BCZ04b].

The form of LD we will consider in this chapter is motivated by combining features

from existing examples of defects. For the type I defects investigated in [BCZ04b;

BCZ04a; CZ04; CZ07; CZ09b] the bulk fields couple to each other at the defect and

there are no auxiliary fields. An example of a type I defect coupling multicomponent

fields u and v is the defect for Ar ATFT considered in [CZ09b]; its Lagrangian is of

the form

LD =1
2uiAijuj,t + 1

2viAijvj,t + ui(1− A)ijvj,t − F (u, v) (2.1.4)

where A is a constant, antisymmetric matrix. However these momentum conserving

defects are only compatible with an Ar ATFT in the bulk [BCZ04a]. These type

I defects have soliton solutions, where a soliton is transmitted through the defect
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[CZ09b]. Constructing the Lax pair showed that the restrictions on the defect

which ensured energy and momentum conservation were necessary and sufficient to

ensure the existence of an infinite number of conserved charges [BCZ04a; CZ09b].

In [CZ09a] an additional degree of freedom was introduced at the defect, and this

modification allowed a momentum conserving defect to appear within the Tzitzéica

model (excluded from the integrable type I defects due to being based on the simple

roots of folded A2 rather than purely on Ar). This defect is of the form

LD =uvt + 2λ (ut − vt)− F (u, v, λ) (2.1.5)

where u, v and λ are scalar fields. There is a strong body of evidence to suggest that

this defect is integrable, namely that momentum and energy are conserved, solitons

were able to pass through it with no change other than a delay (determined by the

rapidity of the soliton and the defect parameters) [CZ09a], and that the existence

of an infinite number of conserved charges has been shown for the Tzitzéica defect

[AAGZ11]. Liouville integrability of defects with additional degrees of freedom has

been investigated in [AD12a; AD12b], although these defects are not presented in

the Lagrangian framework used here.

In both of these examples, the defect Lagrangian consists of two parts: a defect

potential F = F (u, v, λ) and ‘kinetic terms’ coupling the time derivatives of the

fields to the fields themselves via constant matrices. In this chapter we shall consider

the most general defect of this form, combining the vector field aspect of the type

I defect (which allowed it to encompass all Ar ATFTs) with the auxiliary field

appearing in the type II defect (which allowed a momentum conserving defect to be

constructed for an ATFT not based on Ar). The work in [Rob14b] went some way

toward combining the two approaches, but required the number of auxiliary fields

to be equal to or a multiple of the number of bulk fields.

In section 2.2 we shall derive conditions for a general class of type II defects, where

there are any number of bulk fields and any number of extra degrees of freedom

confined to the defect, to be momentum conserving. Considering the results in the



2.2. A momentum conserving generalised type II defect 12

type I case we are hopeful that the constraints from energy-momentum conservation

will be sufficient to ensure integrability. In chapter 4 we will see that this is likely

the case for certain Tzitzéica and D4 ATFT defects.

The initial calculations here are for stationary defects, but in section 2.3 we will also

consider momentum conservation for a system with a moving defect.

In [BCZ04b; BCZ04a] it was noted that the defect conditions of any momentum

conserving type I defect in an Ar ATFT were a Bäcklund transformation if the

defect conditions were taken to hold everywhere, and in [CZ09a] a new Bäcklund

transformation for the Tzitzéica model was found by modifying the type II defect

conditions. In section 2.4 we show that the defect conditions of the momentum

conserving defects investigated can always be augmented to provide a set of equations

which are a Bäcklund transformation for the bulk theory. If the defect equations

linking the theories on either side are a Bäcklund transformation then we would

expect the system to have soliton solutions which pass through the defect, a feature

of integrable systems.

2.2 A momentum conserving generalised type II

defect

The defect Lagrangian density we consider is

LD =1
2uiAijuj,t + 1

2viBijvj,t + uiCijvj,t

+ 1
2λiWijλj,t + λiXijuj,t + λiYijvj,t − F (u, v, λ), (2.2.1)

where A, B, C, W , X and Y are arbitrary, constant, real coupling matrices. This

general form of defect Lagrangian depends on a plethora of unknown couplings

contained in the matrices A, B, C, W , X and Y . The main purpose of this section

will be to pin down the form of this Lagrangian much more precisely by using our

freedom to make field redefinitions and by applying the constraints arising when we
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require that the system with a defect conserves momentum.

We can immediately see that some of the couplings in the defect Lagrangian (2.2.1)

are redundant. The matrices A, B and W can be taken to be antisymmetric as any

symmetric part simply adds a total derivative to the Lagrangian which is physically

irrelevant, at least in the classical case. Further simplifications can be made by using

field redefinitions to put the Lagrangian in a canonical form. Because the auxiliary

vector field λ does not appear in the bulk Lagrangians the behaviour of the system

is not altered under the redefinition of the auxiliary fields λi → αijuj + βijvj + γijλj.

α and β are any matrices and γ is an invertible matrix to ensure the degrees of

freedom associated to the auxiliary fields are not removed. The bulk fields can

also be transformed as ui → Qijuj, vi → Q′ijvj without changing the general form

of the bulk and defect Lagrangians provided Q and Q′ are both orthogonal. We

intend to use these field redefinitions to simplify the Lagrangian in eq.(2.2.1) as

far as possible, ‘absorbing’ the freedom in the arbitrary coupling matrices into the

auxiliary fields. We will find that any momentum conserving defect of the form

given above is equivalent, up to some field redefinitions, to a defect in which each

component of the fields may couple in either the type I or the type II manner seen

in eqs.(2.1.4),(2.1.5).

We begin by further simplifying W , the antisymmetric matrix containing the coup-

lings between auxiliary fields. The spectral theorem states there exists a change

of basis λi → γijλj where the matrix γ is orthogonal, in which the antisymmetric
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matrix W takes the block-diagonal form

W → γTWγ =



0 l1 . . . 0 0 0 . . . 0

−l1 0 . . . 0 0 0 . . . 0
... ... . . . ... ... ... ...

0 0 . . . 0 lk 0 . . . 0

0 0 . . . −lk 0 0 . . . 0

0 0 . . . 0 0 0 . . . 0
... ... ... ... ... . . . ...

0 0 . . . 0 0 0 . . . 0



(2.2.2)

where the matrix has 2k non-zero eigenvalues, ±ilj. We can also scale the auxiliary

fields λi → ciλi, where ci are some scalars, to take all entries in this block-diagonal

matrix to ±1. These field redefinitions can be carried out without loss of generality,

and so we can always use them to set

W =



0 1 . . . 0 0 0 . . . 0

−1 0 . . . 0 0 0 . . . 0
... ... . . . ... ... ... ...

0 0 . . . 0 1 0 . . . 0

0 0 . . . −1 0 0 . . . 0

0 0 . . . 0 0 0 . . . 0
... ... ... ... ... . . . ...

0 0 . . . 0 0 0 . . . 0



. (2.2.3)

The field redefinition on λ will also affect the matrices X and Y but these changes

can be ignored as they amount to redefinitions of what are already arbitrary matrices.

With W as above, the components of the auxiliary field, {λi}, naturally divide into

those for i = 1 . . . 2k which couple to other auxiliary fields, and the remaining

components in the zero eigenspace of W which have no coupling to other auxiliary

fields in the ‘kinetic’ part of the defect Lagrangian. The components of λ which

couple to other auxiliary fields are relabelled as ξ1, ξ2, . . . , components of the vector
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field ξ, and the components of λ which couple to no other auxiliary fields are

relabelled as µ1, µ2, . . . , components of the vector field µ. In terms of ξ and µ the

defect Lagrangian density can now be rewritten as

LD =1
2uiAijuj,t + 1

2viBijvj,t + uiCijvj,t + 1
2ξiWijξj,t

+ µiXijuj,t + ξiX̂ijuj,t + µiYijvj,t + ξiŶijvj,t − F (2.2.4)

where matrices X and Y have been split into the smaller matrices X, X̂, Y and Ŷ

in order to separate the couplings of the bulk fields to {µi} and {ξi}. The matrix W

is from now on taken to be

W =



0 1 . . . 0 0

−1 0 . . . 0 0
... ... . . . ... ...

0 0 . . . 0 1

0 0 . . . −1 0


. (2.2.5)

Having simplified W as far as we can we now turn to the couplings of ξ to the bulk

fields. The redefinitions ξi → WijX̂jkuk +WijŶjkvk + ξi give

1
2ξiWijξj,t →

1
2
(
WikX̂klul +WikŶklvl + ξi

)
Wij

(
WjkX̂klul,t +WjkŶklvl,t + ξj,t

)
.

(2.2.6)

Using W 2 = −1 it is then straightforward to show that this provides cancellations

which leave the Lagrangian density as

LD =1
2uiAijuj,t + 1

2viBijvj,t + uiCijvj,t + 1
2ξiWijξj,t + µiXijuj,t + µiYijvj,t − F.

(2.2.7)

As before the effect of these field redefinitions on the arbitrary matrices A, B and

C has been negated by an appropriate redefinition of these matrices.

We shall now look for the conditions on the matrices A, B, C, W , X and Y and

potential F which arise from demanding that the system described by the Lagrangian

in eq.(2.2.7) has a conserved momentum and energy. We expect that demanding
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momentum conservation will be sufficient to ensure the integrability of the defect.

The Euler-Lagrange equations arising from the Lagrangian density in eq.(2.1.1) with

the defect Lagrangian in eq.(2.2.7) give the equations of motion

x ≤ 0 : 0 =ui,tt − ui,xx + Uui (2.2.8)

x ≥ 0 : 0 =vi,tt − vi,xx + Vvi (2.2.9)

x = 0 : ui,x =Aijuj,t + Cijvj,t −Xjiµj,t − Fui (2.2.10)

vi,x =Cjiuj,t −Bijvj,t + Yjiµj,t + Fvi (2.2.11)

0 =Xijuj,t + Yijvj,t − Fµi (2.2.12)

0 =Wijξj,t − Fξi (2.2.13)

where a subscript containing a field denotes partial differentiation with respect to

that field.

The total energy of the fields in the bulk is

E =
∫ 0

−∞
dx
(1

2 (ui,tui,t + ui,xui,x) + U
)

+
∫ ∞

0
dx
(1

2 (vi,tvi,t + vi,xvi,x) + V
)

(2.2.14)

and we expect the conserved total energy to be the sum of this bulk energy plus some

contribution from the defect. Differentiating eq.(2.2.14) with respect to t and then

using the bulk equations of motion in eqs.(2.2.8), (2.2.9) to rewrite the integrand as a

total x derivative allows us to carry out the integration (with {ui}, {vi} → constant

as x→ ±∞ and U and V having no local minima, only global minima), giving

dE
dt = (ui,xui,t − vi,xvi,t)|x=0 . (2.2.15)

In order for this term to be conserved we must be able to write the right hand side of

this equation as a total time derivative. Using the defect conditions in eqs.(2.2.10),

(2.2.11) to remove the x derivatives we find that eq.(2.2.15) may be rewritten as

dE
dt = −dF

dt . (2.2.16)

Therefore E + F is the conserved energy-like quantity, where E is the bulk energy
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and F is the defect potential. The introduction of a defect at x = 0 does not break

the time translation symmetry of the system, so perhaps it is not surprising that

it is always possible to construct a conserved energy without placing any further

constraints on the couplings in the defect Lagrangian.

Since the defect breaks manifest translation invariance, the system is no longer

obviously momentum conserving, and we expect requiring conservation of momentum

to be far more restrictive than requiring conservation of energy. Total momentum

of the fields in the bulk is given by

P =
∫ 0

−∞
dx (ui,xui,t) +

∫ ∞
0

dx (vi,xvi,t) (2.2.17)

and again we will require that this plus some defect contribution is conserved. Dif-

ferentiating eq.(2.2.17) with respect to t, using the bulk equations of motion in

eqs.(2.2.8), (2.2.9) to rewrite the integrand as a total x derivative and carrying out

the integration gives

dP
dt =

(1
2 (ui,tui,t + ui,xui,x − vi,tvi,t − vi,xvi,x)− U + V

)∣∣∣∣
x=0

. (2.2.18)

In order for the system to be momentum conserving we must be able to rewrite

eq.(2.2.18) as

dP
dt = −dΩ

dt (2.2.19)

where Ω is the defect contribution to the total momentum of the system.

Using the defect conditions in eqs.(2.2.10)-(2.2.12) we now aim to find the restrictions

on the couplings at the defect and the defect potential which are necessary to ensure

the system is momentum conserving and so (hopefully) integrable. All fields can

be assumed to be evaluated at x = 0 from now on. In order for eq.(2.2.18) to be

written as a total t derivative the x derivatives must be removed, which can only be

done by substituting in eqs.(2.2.10),(2.2.11). We also have the freedom to add any
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multiple of eqs.(2.2.13),(2.2.12), as such terms are equal to zero. This gives

dP
dt =1

2ui,t
(
1− A2 − CCT

)
ij
uj,t −

1
2vi,t

(
1−B2 − CTC

)
ij
vj,t

− ui,t (AC − CB)ij vj,t + ui,t
(
AXT − CY T

)
ij
µj,t

− vi,t
(
CTXT +BY T

)
ij
µj,t + 1

2µi,t
(
XXT − Y Y T

)
ij
µj,t

−
(
FuiAij + FviC

T
ij

)
uj,t − (FuiCij − FviBij) vj,t +

(
FuiX

T
ij − FviY T

ij

)
µj,t

+ 1
2 (FuiFui − FviFvi)− U + V

+ (−ξk,tWki − Fξi) (ρi + τijuj,t + φijvj,t)

+
(
uk,tX

T
ki + vk,tY

T
ki − Fµi

)
(σi + πijuj,t + χijvj,t + ψijµj,t + ωijξj,t) . (2.2.20)

For the right hand side of this equation to be a total t derivative we must remove

all terms which are not linear in t derivatives of the fields. The last two lines of this

equation contain multiples of the expressions in eqs.(2.2.13),(2.2.12). We have not

added multiples of the expressions in eqs.(2.2.10),(2.2.11), as these would reintroduce

derivatives of the fields with respect to x which cannot be expressed as t derivatives.

Equally the multiplicative factors of the expressions in eqs.(2.2.13),(2.2.12) have

been chosen to introduce no higher than quadratic terms of t derivatives of fields

into eq.(2.2.20), with any quadratic terms introduced also appearing elsewhere in the

expression. This ensures that no terms which would not cancel with any other terms

in the expression and which cannot be made into a total t derivative are introduced,

as such terms would be immediately set to zero.

Let us begin by considering the term µi,t
(
XXT − Y Y T

)
ij
µj,t. For this to be a total

t derivative it must identically vanish, and as the quantity XXT − Y Y T is explicitly

symmetric, we have that XXT = Y Y T . Now consider the case in which a particular

auxiliary field decouples from u but not from v. It is always possible to permute

the labels on the fields {µi} by a field redefinition so that the field µ1 is the one

decoupling from u but not from v, so X1j = 0 ∀ j. The condition XijX
T
jk = YijY

T
jk

then requires Y1jY
T
jk = 0 ∀ k. One of the conditions from this is Y1jY1j = 0 and

since all coupling matrices are assumed to be real this is only satisfied if Y1j = 0 ∀ j.
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Therefore if an auxiliary field decouples from u it must also decouple from v and

vice versa. From eq.(2.2.12) we then have that the equation of motion of the field µ1

is Fµ1 = 0, and so if an auxiliary field decouples completely from all other auxiliary

fields and from one of the bulk vector fields it can be made to disappear entirely

from the defect Lagrangian.

Now consider the µi,tXijuj,t + µi,tYijvj,t terms. We take vectors u and v to have r

components and vector µ to have m components. The matrix XT has a kernel which

will be some subspace of the vector space µ is living in. By a transformation of µ

we can take the basis of the kernel of XT to be the final k elements of µ. After this

transformation the final k columns of XT will be zero. The final k components of µ

completely decouple from u, and so by the argument in the above paragraph they

also completely decouple from v, and so Y T also has the final k columns as zero.

The final k components of µ are now auxiliary fields which completely decouple from

u and v, and so can be removed from the Lagrangian. The vector µ is now length

m − k and the matrices XT and Y T must have a kernel of 0, otherwise further µ

components should have decoupled. A matrix can only have a zero kernel if the

number of rows is greater than or equal to the number of columns, so X and Y are

both (m − k) × r matrices with m − k ≤ r. The matrix X also has a kernel, and

we can take this to have a basis consisting of the first n components of u by an

orthogonal transformation of u. These components of u completely decouple from

the auxiliary fields, and so we choose to denote the vector containing only these

components of u as u(1), where the superscript indicates that these fields couple like

a type I defect. We will call the vector containing the remaining components of u

u(2). The first n columns of X are then zero, and by rewriting the term µi,tXijuj,t

as µi,t (0X)ij uj,t = µi,tXiju
(2)
j,t we have that X is a (m − k) × (r − n) matrix with

zero kernel and so r − n ≤ m − k. But if r − n < m − k then XT now has more

columns than rows and can no longer have a kernel of zero, therefore X is a square

matrix coupling µ and u(2). By the same argument Y is also a (r − n) × (r − n)

matrix, with the first n elements of v now contained in the vector v(1) thanks to an
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orthogonal transformation of v.

The single bulk vector fields u and v have each been split into two vectors, with u

and v arranged so that

u =

u(1)

u(2)

 v =

v(1)

v(2)

 . (2.2.21)

The length n vectors u(1) and v(1) do not couple to any of the auxiliary fields and

the length r − n vectors u(2) and v(2) couple to the r − n auxiliary fields which have

not been removed by field redefinitions and do not couple to any other auxiliary

fields. We relabel the vector field µ as µ(2) to emphasise that it is coupling to the

bulk fields in vectors u(2) and v(2) only. After these field redefinitions the term

µi,tXijuj,t +µi,tYijvj,t has become µ(2)
i,t Xiju

(2)
j,t +µ

(2)
i,t Yijv

(2)
j,t with X and Y square with

zero kernel. Because they are square with zero kernel both X and Y are invertible,

and we can use the field redefinition µ(2) → (X−1)T µ(2) to set X = 1. The condition

XXT = Y Y T becomes Y Y T = 1, and so Y must be orthogonal. We no longer have

complete freedom to carry out orthogonal transformations on bulk vector fields u

and v, but orthogonal transformations which do not mix the components of u(1),

v(1) with u(2), v(2) are still allowed. So we can use the orthogonal field redefinition

v
(2)
i → −Y T

ij v
(2)
j to set Y = −1. Finally to keep the type II couplings in the form

seen in eq.(2.1.5) we make the field redefinition µ(2) → 2µ(2), setting X = 21 and

Y = −21.

This splitting of the vector fields u and v into u(1) and u(2) and v(1) and v(2) re-

spectively will also require the coupling matrices A, B and C to be split up. We

take

A =

 A(11) A(12)

−A(12)T A(22)

 B =

 B(11) B(12)

−B(12)T B(22)

 C =

C(11) C(12)

C(21) C(22)

 (2.2.22)

where A(11), A(22), B(11) and B(22) are antisymmetric to ensure A and B are an-

tisymmetric matrices. The matrices τ , φ, π and χ introduced in eq.(2.2.20) split
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into

τ =
(
τ (1) τ (2)

)
φ =

(
φ(1) φ(2)

)
π =

(
π(1) π(2)

)
χ =

(
χ(1) χ(2)

)
. (2.2.23)

The field redefinition µ(2)
i → 1

2C
(12)T
ij u

(1)
j + 1

4A
(22)
ij u

(2)
j + 1

2C
(21)
ij v

(1)
j − 1

4B
(22)
ij v

(2)
j + µ

(2)
i

can be used to set C(12) = A(22) = B(22) = 0. With this simplification the defect

Lagrangian can now be written

LD =1
2u

(1)
i A

(11)
ij u

(1)
j,t + u

(1)
i A

(12)
ij u

(2)
j,t + 1

2v
(1)
i B

(11)
ij v

(1)
j,t + v

(1)
i B

(12)
ij v

(2)
j,t

+ u
(1)
i C

(11)
ij v

(1)
j,t + u

(2)
i C

(22)
ij v

(2)
j,t + 2µ(2)

i

(
u

(2)
i,t − v

(2)
i,t

)
+ 1

2ξiWijξj,t − F. (2.2.24)

Having set the term µi,t
(
XXT − Y Y T

)
ij
µj,t to zero, let us return to the other terms

on the right hand side of eq.(2.2.20) which must be a total t derivative for the defect

to conserve momentum. The eq.(2.2.20) can now be rewritten as

dP
dt =1

2u
(1)
i,t

(
1− A(11)2 − C(11)C(11)T + A(12)A(12)T

)
ij
u

(1)
j,t

+ 1
2u

(2)
i,t

(
1− C(22)C(22)T + A(12)TA(12) + 4π(2)

)
ij
u

(2)
j,t

− 1
2v

(1)
i,t

(
1−B(11)2 − C(11)TC(11) +B(12)B(12)T

)
ij
v

(1)
j,t

− 1
2v

(2)
i,t

(
1− C(22)TC(22) +B(12)TB(12) + 4χ(2)

)
ij
v

(2)
j,t

− u(1)
i,t

(
A(11)A(12) − 2π(1)T

)
ij
u

(2)
j,t + v

(1)
i,t

(
B(11)A(12) − 2χ(1)T

)
ij
v

(2)
j,t

− u(1)
i,t

(
A(11)C(11) − C(11)B(11)

)
ij
v

(1)
j,t + 2u(2)

i,t

(
χ(2) − π(2)T

)
ij
v

(2)
j,t

− u(1)
i,t

(
A(12)C(22) − C(11)B(12) + 2π(1)T

)
ij
v

(2)
j,t

+ u
(2)
i,t

(
A(12)TC(11) − C(22)B(12)T + 2χ(1)

)
ij
v

(1)
j,t

+ 2u(1)
i,t A

(12)
ij µ

(2)
j,t + u

(1)
i,t

(
τ (1)W

)
ij
ξj,t + 2v(1)

i,t B
(12)
ij µ

(2)
j,t + v

(1)
i,t

(
φ(1)TW

)
ij
ξj,t

+ 2u(2)
i,t

(
C(22) + ψ

)
ij
µ

(2)
j,t + u

(2)
i,t

(
2ω + τ (2)TW

)
ij
ξj,t

− 2v(2)
i,t

(
C(22)T + ψ

)
ij
µ

(2)
j,t − v

(2)
i,t

(
2ω − φ(2)TW

)
ij
ξj,t

+ u
(1)
i,t

(
A

(11)
ij F

u
(1)
j

+ A
(12)
ij F

u
(2)
j
− C(11)

ij F
v

(1)
j
− π(1)T

ij F
µ

(2)
j
− τ (1)T

ij Fξj

)
− u(2)

i,t

(
A

(12)T
ij F

u
(1)
j

+ C
(22)
ij F

v
(2)
j

+ π
(2)T
ij F

µ
(2)
j

+ τ
(2)T
ij Fξj − 2σi

)
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− v(1)
i,t

(
C

(11)T
ij F

u
(1)
j

+B
(11)
ij F

v
(1)
j

+B
(12)
ij F

v
(2)
j

+ χ
(1)T
ij F

µ
(2)
j

+ φ
(1)T
ij Fξj

)
− v(2)

i,t

(
C

(22)T
ij F

u
(2)
j
−B(12)T

ij F
v

(1)
j

+ χ
(2)T
ij F

µ
(2)
j

+ φ
(2)T
ij Fξj + 2σi

)
+ µ

(2)
i,t

(
2F

u
(2)
i

+ 2F
v

(2)
i
− ψTijFµ(2)

j

)
− ξi,t

(
ωTijFµ(2)

j
+Wijρj

)
+ 1

2

(
F
u

(1)
i
F
u

(1)
i

+ F
u

(2)
i
F
u

(2)
i
− F

v
(1)
i
F
v

(1)
i
− F

v
(2)
i
F
v

(2)
i

)
− F

µ
(2)
i
σi − Fξiρi

− U + V. (2.2.25)

Terms in eq.(2.2.25) containing two t derivatives must be set to zero, as they

cannot be written as a total t derivative. From the coefficients of u(1)
i,t µ

(2)
j,t and

v
(1)
i,t µ

(2)
j,t in eq.(2.2.25) we have A(12) = 0 and B(12) = 0. The u(1)

i,t ξj,t and v
(1)
i,t ξj,t

terms set τ (1) = 0 and φ(1) = 0. The coefficients of u(2)
i,t ξj,t and v

(2)
i,t ξj,t constrain

ω = 1
2φ

(2)TW and τ (2) = −φ(2), whilst we can see that π(1) = 0 and χ(1) = 0 by

looking at the coefficients of u(1)
i,t u

(2)
j,t , v

(1)
i,t v

(2)
j,t , u

(1)
i,t v

(2)
j,t and u

(2)
i,t v

(1)
j,t . For the coeffi-

cient of u(2)
i,t v

(2)
j,t to vanish we need that χ(2) = π(2)T and from the coefficients of

u
(2)
i,t µ

(2)
j,t and v

(2)
i,t µ

(2)
j,t we find that ψ = −C(22) and that C(22) is symmetric. The

field redefinition µi → Siju
(2)
j + S ′ijv

(2)
j + µi, where S and S ′ are symmetric, can

always be used to set the symmetric part of C(22) (the symmetry of S and S ′ en-

sure we do not introduce new terms proportional to u
(2)
i,t u

(2)
j,t or v(2)

i,t v
(2)
j,t into the

Lagrangian in eq.(2.2.24)). Since C(22) is entirely symmetric we may use this field

redefinition to set C(22) = 1. The vanishing of the coefficients of u(2)
i,t u

(2)
j,t and

v
(2)
i,t v

(2)
j,t then set χ(2) and π(2) to be antisymmetric. The coefficient of u(1)

i,t u
(1)
j,twould

be zero if 1 − A(11)2 − C(11)C(11)T could be made antisymmetric, but as it is ex-

plicitly symmetric we must set it to zero. Following the method in [BCZ04a]

we set C(11)C(11)T =
(
1− A(11)

) (
1− A(11)T

)
. The matrix A(11) is antisymmet-

ric and so has purely imaginary eigenvalues, therefore the matrix (1 − A(11)) has

no zero eigenvalues and we can write
(
1− A(11)

)−1
C(11)

((
1− A(11)

)−1
C(11)

)T
= 1.

Therefore
(
1− A(11)

)−1
C(11) = Q, where Q is an orthogonal matrix and we can

set C(11) =
(
1− A(11)

)
Q. As previously mentioned we still have the freedom

to carry out an orthogonal transformation on u(1) or v(1) without changing the
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form of the Lagrangian in eq.(2.2.24), and we can use such transformations to

set C(11) =
(
1− A(11)

)
. The condition from the coefficient of u(1)

i,t v
(1)
j,t is now

A(11)
(
1− A(11)

)
=
(
1− A(11)

)
B(11), and as

(
1− A(11)

)
is both invertible and com-

mutes with A(11) we have B(11) = A(11). This also ensures that the coefficient of

v
(1)
i,t v

(1)
j,t vanishes. We will set A(11) = A as the superscript is no longer necessary

to identify this matrix. All the coupling matrices apart from A have now been set,

either to ensure momentum conservation or via field redefinitions.

Putting this all together we have found that in order for a defect to be momentum

conserving its Lagrangian must, up to orthogonal transformations of the bulk fields

u and v and field redefinitions of the auxiliary fields µ and ξ, be of the form

LD =1
2u

(1)
i Aiju

(1)
j,t + 1

2v
(1)
i Aijv

(1)
j,t + u

(1)
i (1− A)ij v

(1)
j,t

+ u
(2)
i v

(2)
i,t + 2µ(2)

i

(
u

(2)
i,t − v

(2)
i,t

)
+ 1

2ξiWijξj,t − F (2.2.26)

where A may be any antisymmetric matrix, W is given in eq.(2.2.5) and the com-

ponents of the bulk vector fields may be divided in any way between the vector fields

u(1), v(1) and u(2), v(2). The Lagrangian appears to have split into a type I defect, a

type II defect and some extra degrees of freedom, with these separate systems only

interacting through the defect potential. Note that if there are no auxiliary fields,

so that µ(2), ξ, u(2) and v(2) are absent, then this Lagrangian reduces to the form of

the Ar ATFT Toda defect in eq.(2.1.4). On the other hand, in the case of a single

auxiliary field coupling to single component bulk fields, the fields u(1), v(1) and ξ

vanish and the Lagrangian is in the same form as the Lagrangian of the Tzitzéica

defect in eq.(2.1.5).

That the defect Lagrangian is in the form eq.(2.2.26) is a necessary but not yet

sufficient condition for the defect to be momentum conserving. So far we have

eliminated all the terms in eq.(2.2.25) which are quadratic in t derivatives. To ensure

that the defect is momentum conserving we must consider the terms which are linear

or independent of t derivatives; in this way we shall find additional constraints, in

particular on the form of the defect potential F . Applying the constraints on the
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coupling matrices which we have just found the momentum conservation condition

for the defect becomes

dP
dt =u(1)

i,t

(
AijFu(1)

j
− (1− A)ij Fv(1)

j

)
− u(2)

i,t

(
F
v

(2)
i
− π(2)

ij Fµ(2)
j
− φ(2)T

ij Fξj − 2σi
)

− v(1)
i,t

(
(1 + A)ij Fu(1)

j
+ AijFv(1)

j

)
− v(2)

i,t

(
F
u

(2)
i

+ π
(2)
ij Fµ(2)

j
+ φ

(2)T
ij Fξj + 2σi

)
+ µ

(2)
i,t

(
2F

u
(2)
i

+ 2F
v

(2)
i

+ F
µ

(2)
i

)
+ ξi,t

(1
2Wijφ

(2)
jk Fµ(2)

k

−Wijρj

)
+ 1

2

(
F
u

(1)
i
F
u

(1)
i

+ F
u

(2)
i
F
u

(2)
i
− F

v
(1)
i
F
v

(1)
i
− F

v
(2)
i
F
v

(2)
i
− 2F

µ
(2)
i
σi − 2Fξiρi

)
− U + V. (2.2.27)

From eq.(2.2.19) we see that the terms involving one t derivative will set the deriv-

atives of the unknown quantity Ω. The terms containing no t derivatives obviously

cannot be written as a total t derivative, so must be set to zero. The conditions for

momentum conservation are therefore

Ω
u

(1)
i

=− AijFu(1)
j

+ (1− A)ij Fv(1)
j

Ω
v

(1)
i

= (1 + A)ij Fu(1)
j

+ AijFv(1)
j

Ω
u

(2)
i

=F
v

(2)
i
− π(2)

ij Fµ(2)
j
− φ(2)T

ij Fξj − 2σi

Ω
v

(2)
i

=F
u

(2)
i

+ π
(2)
ij Fµ(2)

j
+ φ

(2)T
ij Fξj + 2σi

Ω
µ

(2)
i

=− 2F
u

(2)
i
− 2F

v
(2)
i
− F

µ
(2)
i

Ωξi =− 1
2Wijφ

(2)
jk Fµ(2)

k

+Wijρj (2.2.28)

2(U − V ) =F
u

(1)
i
F
u

(1)
i

+ F
u

(2)
i
F
u

(2)
i
− F

v
(1)
i
F
v

(1)
i
− F

v
(2)
i
F
v

(2)
i

− 2F
µ

(2)
i
σi − 2Fξiρi (2.2.29)

where P + Ω is the conserved momentum-like quantity.

At this point we can simplify these momentum conservation conditions significantly

by introducing new fields pi = 1
2 (ui + vi), qi = 1

2 (ui − vi) and new quantities D, D̄

with F = D + D̄ and Ω = D − D̄. The vector fields p and q split into p(1), p(2) and

q(1), q(2) in exactly the same way as the u and v vector fields split into u(1), u(2) and
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v(1), v(2). The momentum conservation conditions in eq.(2.2.28) then simplify to

D̄
p

(1)
i

=0

D̄
p

(2)
i

=0

D
q

(1)
i

=− AijDp
(1)
j

D
µ

(2)
i

=−D
p

(2)
i

2σi =−D
q

(2)
i
− π(2)

ij

(
D
µ

(2)
j

+ D̄
µ

(2)
j

)
− φ(2)T

ij

(
Dξj + D̄ξj

)
2ρi =φ(2)

ij

(
D
µ

(2)
j

+ D̄
µ

(2)
j

)
− 2Wij

(
Dξj − D̄ξj

)
. (2.2.30)

The first four of these equations are satisfied if we require the dependencies of D

and D̄ to be

D =D
(
p(1) + Aq(1), p(2) − µ(2), q(2), ξ

)
(2.2.31)

D̄ =D̄
(
q(1), q(2), µ(2), ξ

)
. (2.2.32)

The second two equations simply set the two arbitrary vectors σ and ρ we introduced

previously. Rewriting eq.(2.2.29) using eq.(2.2.30) and recalling A and π(2) are

antisymmetric gives

2(U − V ) =D
p

(1)
i
D̄
q

(1)
i

+D
q

(2)
i
D̄
µ

(2)
i
−D

µ
(2)
i
D̄
q

(2)
i
− 4DξiWijD̄ξj . (2.2.33)

So a momentum conserving defect has a Lagrangian density which can, using field re-

definitions, be written in the form given in eq.(2.2.26) and a defect potential given by

F = D + D̄ where quantities D
(
p(1) + Aq(1), p(2) − µ(2), q(2), ξ

)
, D̄

(
q(1), q(2), µ(2), ξ

)
satisfy the momentum conservation condition in eq.(2.2.33). The total conserved

energy and momentum of the system are E +D + D̄ and P +D − D̄, where E and

P are the bulk energy and momentum.

From the form of the momentum conservation conditions for D and D̄ we can imme-

diately see that multiplying D by a constant, which we will call σ, and multiplying D̄

by σ−1 does not affect whether they satisfy the momentum conservation conditions.

However, it will affect the defect contribution to the total energy and momentum,
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so the value of this constant is physically important. When we come to write down

expressions for D and D̄ we will see that D always has an overall multiplier of

the arbitrary constant σ and D̄ an overall multiplier of σ−1. We call σ the defect

parameter.

A redefinition µ
(2)
i → µ

(2)
i + f

(
q(2)

)
q

(2)
i

does not alter the defect Lagrangian in

eq.(2.2.26) as it only introduces a total t derivative. Redefinitions of the bulk fields

which are the orthogonal transformations u(1) → Qu(1) and v(1) → QTu(1), or the

orthogonal transformations u(2) → Q′u(2), v(2) → Q′v(2) and µ(2) → Q′Tµ(2), or the

shifts u→ u+c, v → v+d (where Q and Q′ are any orthogonal matrices and c and d

are any constants) alter neither the bulk nor the defect Lagrangian. Therefore none

of these redefinitions affect the defect equations or any of the subsequent working to

find the momentum conservation condition in eq.(2.2.33). This means that once D

and D̄ satisfying the momentum conservation condition have been found these field

redefinitions can be used to give a family of different defect potentials satisfying the

same momentum conservation condition.

The equations of motion at the defect, with the defect Lagrangian given in eq.(2.2.26)

with F = D + D̄ and written in terms of pi = 1
2(ui + vi), qi = 1

2(ui − vi), are

p
(1)
i,x =p(1)

i,t + 2Aijq(1)
j,t −

1
2Dq

(1)
i
− 1

2D̄q
(1)
i

(2.2.34)

q
(1)
i,x =− q(1)

i,t −
1
2Dp

(1)
i

(2.2.35)

p
(2)
i,x =p(2)

i,t − 2µ(2)
i,t −

1
2Dq

(2)
i
− 1

2D̄q
(2)
i

(2.2.36)

q
(2)
i,x =− q(2)

i,t −
1
2Dp

(2)
i

(2.2.37)

0 =q(2)
i,t −

1
4Dµ

(2)
i
− 1

4D̄µ
(2)
i

(2.2.38)

0 =ξi,t +WijDξj +WijD̄ξj (2.2.39)
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2.3 Moving defects

So far we have only considered a defect at x = 0, but it is possible for a defect to

have a time dependent position. In [BCZ05] a type I defect with a time dependent

position y was considered. Requiring momentum conservation it was found that the

defect contribution to momentum was the same as in the stationary case but with

a shifted defect parameter σ. The same was true for the defect contribution for

the energy. The scattering of a defect off another defect was then considered and

the results used to find quantum scattering matrices. We shall carry out the same

procedure to construct classical moving defects for the more general class of defects

found in section 2.2. We will also consider the effect of Lorentz boosts specifically,

based on similar calculations carried out for the type I sine-Gordon defect in [Bow17].

This consideration of moving defects is interesting in its own right and opens up

the possibility of further investigations into defect-defect scattering (although we

make no consideration of that here). However, more importantly for this thesis, it

will provide some motivation for the method of obtaining Bäcklund transformations

from the defect equations given in section 2.4. It transpires that in addition to the

defect equations of motion for a stationary defect the defect equations for a defect

moving with infinite velocity (a space-like defect) are necessary to find a Bäcklund

transformation between the bulk theories on either side of the defect.

For a system with a defect at x = y(t), the vector field u to the left of the defect

and the vector field v to the right of the defect the Lagrangian density we choose is

L =Θ(y − x)L(u) + Θ(x− y)L(v) + δ(x− y)LD, (2.3.1)

which gives the action

S =
∫ ∞
−∞

dt
(∫ y

−∞
dxL(u) +

∫ ∞
y

dxL(v) + LD
∣∣∣
x=y

)
. (2.3.2)

When varying this action and rewriting terms using total t derivatives we must use

the Leibniz integral rule, as the limits on the x integrations are time dependent, and
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recall that the total t derivative of a function evaluated at a time dependent position

is given by

df |x=y

dt = (ft + ytfx)|x=y . (2.3.3)

This then gives the Euler-Lagrange equations

x ≤ y : 0 =L(u)
φ −

d
dt
(
L(u)
φt

)
− d

dx
(
L(u)
φx

)
(2.3.4)

x ≥ y : 0 =L(v)
φ −

d
dt
(
L(v)
φt

)
− d

dx
(
L(v)
φx

)
(2.3.5)

x = y : 0 =L(u)
φx
− ytL(u)

φt
− L(v)

φx
+ ytL(v)

φt
+ LDφ −

d
dt
(
LDφt

)
− yt

d
dx

(
LDφt

)
(2.3.6)

0 =ytLDφt − L
D
φx (2.3.7)

for φ = u1
i , u

2
i , v

1
i , v

2
i , µ

2
i , ξi. Evidently some of these equations will automatically be

satisfied due to L(u,v) not depending on all fields. For eq.(2.3.7) to be satisfied all

derivatives in LD must appear as ∂t + yt∂x, that is, they must be along the tangent

to the path of the defect. For any field evaluated at the defect its total t derivative

is given by eq.(2.3.3).

We take the bulk Lagrangians to be the same as those used in section 2.3, given in

eqs.(2.1.2),(2.1.3). Rather than working through momentum conservation completely

for a moving defect we instead assume that the defect Lagrangian will be of a similar

form to that given in eq.(2.2.26). Replacing all instances of ∂t appearing there with

∂t + yt∂x we have the defect Lagrangian

LD =1
2u

(1)
i Aij

(
u

(1)
j,t + ytu

(1)
j,x

)
+ 1

2v
(1)
i Aij

(
v

(1)
j,t + ytv

(1)
j,x

)
+ u

(1)
i (1− A)ij

(
v

(1)
j,t + ytv

(1)
j,x

)
+ u

(2)
i

(
v

(2)
i,t + ytv

(2)
i,x

)
+ 2µ(2)

i

(
u

(2)
i,t + ytu

(2)
i,x − v

(2)
i,t − ytv

(2)
i,x

)
+ 1

2ξiWij (ξj,t + ytξj,x)− F. (2.3.8)

Now we can check the energy and momentum conservation of this system. Taking

the bulk energy and momentum in eqs.(2.2.14),(2.2.17) we replace 0 with y as the
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position of the defect and differentiate with respect to t to get

dE
dt =

(
ui,xui,t − vi,xvi,t + yt

(1
2 (ui,tui,t + ui,xui,x − vi,tvi,t − vi,xvi,x) + U − V

))∣∣∣∣
x=y

(2.3.9)
dP
dt =

(
yt (ui,xui,t − vi,xvi,t) + 1

2 (ui,tui,t + ui,xui,x − vi,tvi,t − vi,xvi,x)− U + V
)∣∣∣∣
x=y

.

(2.3.10)

Taking the defect contributions to the total energy and momentum to be Ψ and Ω

respectively we require

dE
dt =− dΨ|x=y

dt = −
(

dΨ
dt + yt

dΨ
dx

)∣∣∣∣∣
x=y

= −
∑
φ

Ψφ (φt + ytφx)|x=y (2.3.11)

dP
dt =− dΩ|x=y

dt = −
(

dΩ
dt + yt

dΩ
dx

)∣∣∣∣∣
x=y

= −
∑
φ

Ωφ (φt + ytφx)|x=y (2.3.12)

where φ again runs over all fields.

We will work with fields pi = 1
2(ui + vi) and qi = 1

2(ui − vi) rather than ui and vi.

The defect Euler-Lagrange equations in eq.(2.3.6) (along with the Lagrangian in

eq.(2.3.8)) then become

ytp
(1)
i,t + p

(1)
i,x =p(1)

i,t + ytp
(1)
i,x + 2Aij

(
q

(1)
j,t + ytq

(1)
j,x

)
− 1

2Fq(1)
i

(2.3.13)

ytq
(1)
i,t + q

(1)
i,x =− q(1)

i,t − ytq
(1)
i,x −

1
2Fp(1)

i
(2.3.14)

ytp
(2)
i,t + p

(2)
i,x =p(2)

i,t + ytp
(2)
i,x − 2

(
µ

(2)
i,t + ytµ

(2)
i,x

)
− 1

2Fq(2)
i

(2.3.15)

ytq
(2)
i,t + q

(2)
i,x =− q(2)

i,t − ytq
(2)
i,x −

1
2Fp(2)

i
(2.3.16)

0 =q(2)
i,t + ytq

(2)
i,x −

1
4Fµ(2)

i
(2.3.17)

0 =ξi,t + ytξi,x +WijFξj (2.3.18)

where all equations are evaluated at x = y. Writing the energy and momentum

conservation conditions in eqs.(2.3.9),(2.3.10) in terms of p and q, rearranging these

so that all derivatives appear as ∂t + yt∂x or yt∂t + ∂x and then using eqs.(2.3.13)-



2.3. Moving defects 30

(2.3.16) to remove all yt∂t + ∂x derivatives gives

dE
dt =− 4

1− yt

(
q

(2)
it + ytq

(2)
ix

) (
µ

(2)
it + ytµ

(2)
ix

)
− 1

1 + yt

((
p

(1)
it + ytp

(1)
ix

)
F
p

(1)
i

+
(
p

(2)
it + ytp

(2)
ix

)
F
p

(2)
i

)
− 1

1− yt

((
q

(1)
it + ytq

(1)
ix

)
F
q

(1)
i

+
(
q

(2)
it + ytq

(2)
ix

)
F
q

(2)
i

)
− 2yt

1− y2
t

((
q

(1)
it + ytq

(1)
ix

)
AijFp(1)

j
+
(
µ

(2)
it + ytµ

(2)
ix

)
F
p

(2)
i

+ 1
4

(
F
p

(1)
i
F
q

(1)
i

+ F
p

(2)
i
F
q

(2)
i

))
+ yt(U − V ) (2.3.19)

dP
dt = 4

1− yt

(
q

(2)
it + ytq

(2)
ix

) (
µ

(2)
it + ytµ

(2)
ix

)
− 1

1 + yt

((
p

(1)
it + ytp

(1)
ix

)
F
p

(1)
i

+
(
p

(2)
it + ytp

(2)
ix

)
F
p

(2)
i

)
+ 1

1− yt

((
q

(1)
it + ytq

(1)
ix

)
F
q

(1)
i

+
(
q

(2)
it + ytq

(2)
ix

)
F
q

(2)
i

)
+ 2

1− y2
t

( (
q

(1)
it + ytq

(1)
ix

)
AijFp(1)

j
+
(
µ

(2)
it + ytµ

(2)
ix

)
F
p

(2)
i

+ 1
4

(
F
p

(1)
i
F
q

(1)
i

+ F
p

(2)
i
F
q

(2)
i

))
− U + V. (2.3.20)

This obviously excludes yt = ±1, so we will have to consider these cases separately.

To the energy conservation equation (2.3.19) we will add eq.(2.3.17) multiplied by

by 4(1 − yt)−1
(
µ

(2)
it + ytµ

(2)
ix

)
+ σEi and eq.(2.3.18) multiplied by ρEi , and to the

momentum conservation equation (2.3.20) we will add eq.(2.3.17) multiplied by

−4(1− yt)−1
(
µ

(2)
it + ytµ

(2)
ix

)
+ σPi and eq.(2.3.18) multiplied by by ρPi . The vectors

σE,P and ρE,P may contain any functions of the fields. This gives

dE
dt =− 1

1 + yt

(
p

(1)
it + ytp

(1)
ix

)
F
p

(1)
i
− 1

1 + yt

(
p

(2)
it + ytp

(2)
ix

)
F
p

(2)
i

−
(
q

(1)
it + ytq

(1)
ix

)( 2yt
1− y2

t

AijFp(1)
j

+ 1
1− yt

F
q

(1)
i

)

−
(
q

(2)
it + ytq

(2)
ix

)( 1
1− yt

F
q

(2)
i
− σEi

)

−
(
µ

(2)
it + ytµ

(2)
ix

)( 2yt
1− y2

t

F
p

(2)
i

+ 1
1− yt

F
µ

(2)
i

)
+ (ξit + ytξix) ρEi
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− 1
2

yt
1− y2

t

(
F
p

(1)
i
F
q

(1)
i

+ F
p

(2)
i
F
q

(2)
i

)
− 1

4Fµ(2)
i
σEi − FξiWijρ

E
j

+ yt(U − V ) (2.3.21)
dP
dt =− 1

1 + yt

(
p

(1)
it + ytp

(1)
ix

)
F
p

(1)
i
− 1

1 + yt

(
p

(2)
it + ytp

(2)
ix

)
F
p

(2)
i

+
(
q

(1)
it + ytq

(1)
ix

)( 2
1− y2

t

AijFp(1)
j

+ 1
1− yt

F
q

(1)
i

)

+
(
q

(2)
it + ytq

(2)
ix

)( 1
1− yt

F
q

(2)
i

+ σPi

)

+
(
µ

(2)
it + ytµ

(2)
ix

)( 2
1− y2

t

F
p

(2)
i

+ 1
1− yt

F
µ

(2)
i

)
+ (ξit + ytξix) ρPi

+ 1
2

1
1− y2

t

(
F
p

(1)
i
F
q

(1)
i

+ F
p

(2)
i
F
q

(2)
i

)
− 1

4Fµ(2)
i
σPi − FξiWijρ

P
j

− U + V. (2.3.22)

In the stationary case we immediately recovered Ψ = F and then set F = D + D̄

and Ω = D − D̄. We no longer have Ψ = F but can still define functions D and D̄

such that Ψ = D + D̄ and Ω = D − D̄. Substituting these into eqs.(2.3.11),(2.3.12)

and comparing these equations to eqs.(2.3.21),(2.3.22) we find that the defect con-

tributions to the energy and momentum and the defect potential must satisfy the

following constraints:

D
p
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i

= 1
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F
p
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p
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p
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q
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q
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µ
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q

(1)
i



2.3. Moving defects 32

D̄
q

(2)
i

= 1
1− yt

F
q

(2)
i
− 1

2
(
σEi − σPi

)
D̄
µ

(2)
i

= 1
1− yt

F
p

(2)
i

+ 1
1− yt

F
µ

(2)
i

D̄ξi =− 1
2
(
ρEi − ρPi

)
. (2.3.23)

Four of these constraints simply set the arbitrary vectors σE,P and ρE,P , with the

remaining constraints setting the dependencies of D and D̄ to

D =D(p(1) + Aq(1), p(2) − µ(2), q(2), ξ) (2.3.24)

D̄ =D̄(q(1), q(2), µ(2), ξ) (2.3.25)

(2.3.26)

and the defect potential to

F =(1 + yt)D + (1− yt)D̄. (2.3.27)

The final step to ensure energy and momentum conservation is to require the terms

containing no derivatives in eqs.(2.3.21),(2.3.22) to vanish. Using the above con-

straints both the energy and momentum conservation conditions are

2(U − V ) =D
p

(1)
i
D̄
q

(1)
i

+D
q

(2)
i
D̄
µ

(2)
i
−D

µ
(2)
i
D̄
q

(2)
i
− 4DξiWijD̄ξj . (2.3.28)

This is identical to the condition on D and D̄ found in the stationary case and given

in eq.(2.2.29).

We have not yet shown that a defect moving along any trajectory may be momentum

conserving, as eqs.(2.3.9),(2.3.10) were not valid for yt = ±1. However, taking the

defect equations in eqs.(2.3.13)-(2.3.18) with yt = ±1 and carrying out the full

energy-momentum conservation calculation for these two specific cases we find that

the defect potential is still given by eq.(2.3.27) and D and D̄ must still obey the

constraints in eqs.(2.3.24),(2.3.25),(2.3.28).

So, if we have found D and D̄ which satisfy eqs.(2.3.24),(2.3.25),(2.3.28) for a sta-

tionary defect in a certain bulk theory then we can construct a defect moving along
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an arbitrary path by taking the defect Lagrangian given in eq.(2.3.8) and the defect

potential given in eq.(2.3.27). The equations of motion for such a defect are

(yt − 1)(p(1)
i,t − p

(1)
i,x) =2Aij

(
q

(1)
j,t + ytq

(1)
j,x

)
− 1 + yt

2 D
q

(1)
i
− 1− yt

2 D̄
q

(1)
i

(2.3.29)

(yt + 1)(q(1)
i,t + q

(1)
i,x ) =− 1 + yt

2 D
p

(1)
i

(2.3.30)

(yt − 1)(p(2)
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i,x) =− 2
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i,t + ytµ
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i,x

)
− 1 + yt

2 D
q
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i
− 1− yt

2 D̄
q

(2)
i

(2.3.31)

(yt + 1)(q(2)
i,t + q

(2)
i,x ) =− 1 + yt

2 D
p

(2)
i

(2.3.32)

0 =q(2)
i,t + ytq

(2)
i,x −

1 + yt
4 D

µ
(2)
i
− 1− yt

4 D̄
µ

(2)
i

(2.3.33)

0 =ξi,t + ytξi,x + (1 + yt)WijDξj + (1− yt)WijD̄ξj . (2.3.34)

We will now consider the particular case where we take a stationary defect and apply

a Lorentz boost. The bulk theory is relativistic for all defects considered in this

thesis. The coordinate transformation

t = cosh(η)t′ + sinh(η)x′ (2.3.35)

x = sinh(η)t′ + cosh(η)x′ (2.3.36)

is a Lorentz boost with rapidity η. Applying this boost to the momentum conserving

defect whose Lagrangian is given in eq.(2.2.26), which is stationary in the (t′, x′)

frame and whose potential we denote as F ′ = D′ + D̄′, gives the defect Lagrangian

in eq.(2.3.8) with yt = tanh (η) and defect potential F = (cosh (η))−1F ′. We have

made use of the relations Θ(cosh(η)x−sinh(η)t) = Θ(x−tanh(η)t) and δ(cosh(η)x−

sinh(η)t) = (cosh(η))−1δ(x− tanh(η)t). As the moving defect potential must be of

the form given in eq.(2.3.27) for the defect to be momentum conserving we have

D = D′

cosh(η)(1 + tanh(η)) = e−ηD′ (2.3.37)

D̄ = D̄′

cosh(η)(1− tanh(η)) = eηD̄′. (2.3.38)

Recalling that D contains the defect parameter σ (and D̄ contains 1
σ
) we see that,

having taken a stationary defect with defect parameter σ and applied a Lorentz
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boost with rapidity η, we must also scale the defect parameter by e−η if the boosted

defect is to be momentum conserving.

Finally we consider yt → −∞, or a space-like defect at t = 0. This has the Lagrangian

density

L =Θ(−t)L(u) + Θ(t)L(v) + δ(t)LD (2.3.39)

where LD is not dependent on the t derivatives of any field. From eq.(2.3.8) we take

the defect Lagrangian to be

LD =1
2u

(1)
i Aiju

(1)
j,x + 1

2v
(1)
i Aijv

(1)
j,x + u

(1)
i (1− A)ij v

(1)
j,x

+ u
(2)
i v

(2)
i,x + 2µ(2)

i

(
u

(2)
i,x − v

(2)
i,x

)
+ 1

2ξiWijξj,x −D + D̄, (2.3.40)

where D and D̄ have the dependencies given in eqs.(2.2.31),(2.2.32) and satisfy the

condition in eq.(2.2.33). Moving to fields pi = 1
2(ui + vi), qi = 1

2(ui − vi) this defect

has the equations of motion

p
(1)
i,t =p(1)

i,x + 2Aijq(1)
j,x −

1
2Dq

(1)
i

+ 1
2D̄q
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i

(2.3.41)

q
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(2.3.42)
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(2.3.43)

q
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2Dp
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i

(2.3.44)

0 =q(2)
i,x −

1
4Dµ

(2)
i

+ 1
4D̄µ

(2)
i

(2.3.45)

0 =ξi,x +WijDξj −WijD̄ξj (2.3.46)

evaluated at t = 0. Note that these are the stationary defect Lagrangian in eq.(2.2.26)

and stationary defect equations in eqs.(2.2.26),(2.2.34)-(2.2.39) with t ↔ x and

D̄ → −D̄.

For this system the energy and momentum before and after the defect occurs are

given by

E(u) =
∫ ∞
−∞

dx
(1

2 (ui,tui,t + ui,xui,x) + U
)

t ≤ 0
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=
∫ ∞
−∞

dx
(1

2(pi,tpi,t + 2pi,tqi,t + qi,tqi,t

+ pi,xpi,x + 2pi,xqi,x + qi,xqi,x) + U
)

(2.3.47)

E(v) =
∫ ∞
−∞

dx
(1

2 (vi,tvi,t + vi,xvi,x) + V
)

t ≥ 0

=
∫ ∞
−∞

dx
(1

2(pi,tpi,t − 2pi,tqi,t + qi,tqi,t

+ pi,xpi,x − 2pi,xqi,x + qi,xqi,x) + V
)

(2.3.48)

P (u) =
∫ ∞
−∞

dx (ui,tui,x) t ≤ 0

=
∫ ∞
−∞

dx (pi,tpi,x + pi,tqi,x + qi,tpi,x + qi,tqi,x) (2.3.49)

P (v) =
∫ ∞
−∞

dx (vi,tvi,x) t ≥ 0

=
∫ ∞
−∞

dx (pi,tpi,x − pi,tqi,x − qi,tpi,x + qi,tqi,x) . (2.3.50)

For t 6= 0 we can easily check that these quantities are conserved by differentiating

with respect to t, then using the bulk equations of motion to rewrite the integrands

as total x derivatives. Using u, v → constant as x → ±∞ and U and V having no

local minima, only global minima we evaluate the integrals to find that they are zero.

In order to ensure energy and momentum conservation across the defect we simply

need to ensure that these quantities match at t = 0. To evaluate the quantities

E(u) − E(v) =
∫ ∞
−∞

dx (2pi,tqi,t + 2pi,xqi,x + U − V ) (2.3.51)

P (u) − P (v) =
∫ ∞
−∞

dx (2pi,tqi,x + 2qi,tpi,x) (2.3.52)

we use eqs.(2.3.41)-(2.3.44) to remove the t derivatives. For eq.(2.3.51) we also use

the condition on D and D̄ in eq.(2.2.33) to remove U and V . Adding eq.(2.3.45)

multiplied by −2D
q

(2)
i

and eq.(2.3.46) multiplied by −(Dξi + D̄ξi) to eq.(2.3.51),

and eq.(2.3.45) multiplied by 4q(2)
i,x and eq.(2.3.46) multiplied by −(Dξi − D̄ξi) to

eq.(2.3.52), leaves us with
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)
(2.3.53)
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The integrands are now total x derivatives, and so can be evaluated as

E(u) − E(v) = −(D + D̄)
∣∣∣
x=∞

+ (D + D̄)
∣∣∣
x=−∞

(2.3.55)

P (u) − P (v) = −(D − D̄)
∣∣∣
x=∞

+ (D − D̄)
∣∣∣
x=−∞

. (2.3.56)

So in order for the energy and momentum to match across the defect both D and

D̄ must have no local minima, only global minima.

In these calculations we only needed to make use of the restriction on D and D̄ given

in eq.(2.2.33) in the energy conservation calculation. This condition originally arose

from requiring momentum conservation in a non translationally invariant system.

Here the defect causes the system to no longer be time translationally invariant, so

it is not surprising that energy conservation is now the more restrictive condition.

2.4 Defects and Bäcklund transformations

A Bäcklund transformation is a set of coupled first order differential equations whose

solutions also satisfy two sets of uncoupled higher order differential equations. These

transformations are very closely linked with soliton theory and integrable systems; for

more information on Bäcklund transformations and integrability see [Miu76; For90;

RS02]. Bäcklund transformations can be used to obtain the soliton solutions of

some integrable systems [Lam67; LOT93]. Bäcklund transformations are known for

the Kortweg-de Vries equation (the original integrable system with solitons) [WE73]

and sine-Gordon [DB76], with the sine-Gordon Bäcklund transformations being

generalised to the rest of the Ar ATFTs in [FG80]. The Bäcklund transformation

for the Tzitzéica model is also known [BSS93].

In [BCZ04b; BCZ04a] it was noticed that the type I defect equations will, if taken

to hold everywhere, provide a Bäcklund transformation for the bulk equations of
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motion. This link between defects and Bäcklund transformations is not so surprising,

as the defects constructed here have defect equations which are first order and couple

the fields which appear in the bulk theories on either side of the defect. The link

between Bäcklund transformations, defects and integrability has been investigated

in [Cau08; AAGZ11; CK15]. It is hoped that this observation can be used to find

new Bäcklund transformations for the ATFTs not based on the simple roots of Ar.

However, the defect equations for a type II defect do not give a Bäcklund transform-

ation directly. In [CZ09a] a new Bäcklund transformation of the Tzitzéica model was

found by considering the Bäcklund transformation arising from the type I A2 defect

and then folding this model to the Tzitzéica model. In doing so the defect equa-

tions for a momentum conserving Tzitzéica defect were retrieved and an additional

equation also appeared. Taking the set of momentum conserving defect equations

and adding to that the set of defect equations with t ↔ x and D̄ → −D̄, whilst

assuming these equations hold simultaneously and over all space, gave the same

set of equations as were obtained by folding the A2 Bäcklund transformation. For

more information on the Tzitzéica Bäcklund transformations see references within

[CZ09a].

As we are attempting to find Bäcklund transformations for a general field theory

with the bulk Lagrangians as given in eqs.(2.1.2),(2.1.3), which is obviously not

obtained by folding an Ar ATFT, this observation is crucial. The main stumbling

block in getting a Bäcklund transformation directly from the type II defect equations

is that these equations involve the auxiliary fields, which are only defined at x = 0.

However the procedure described above will introduce x derivatives of these fields

to the equations. Note that this procedure applied to type I defect equations leaves

them unchanged. There may also be some link here with our consideration of moving

defects in section 2.3. There we suggested that a defect at a fixed time would have

defect equations which were given by taking the defect equations of a momentum

conserving defect at a fixed point with t ↔ x and D̄ → −D̄. It may be that we

can think of the Bäcklund transformation arising from a general type II defect as
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the defect equations for both a defect stationary in space and a defect stationary in

time, taken to hold simultaneously and over all space and time.

The equations of motion for a momentum conserving defect at x = 0 are given

in eqs.(2.2.34)-(2.2.39) and these equations with t ↔ x and D̄ → −D̄, that is

the equations of motion for a momentum conserving defect at t = 0, are given in

eqs.(2.3.41)-(2.3.46). Taking this set of twelve equations to hold simultaneously and

over all time and space we move to light cone coordinates x± = 1
2(t±x) (denoting ∂x±

as ∂±). Removing any repeated equations and rearranging the remaining equations

to simplify them gives

p
(1)
i,− + Aijq

(1)
j,− =1

2D̄q
(1)
i

(2.4.1)

p
(2)
i,− − µ

(2)
i,− =− 1

2D̄q
(2)
i

(2.4.2)

q
(1)
i,+ =− 1

2Dp
(1)
i

(2.4.3)

q
(2)
i,+ =− 1

2Dp
(2)
i

(2.4.4)

q
(2)
i,− =1

2D̄µ
(2)
i

(2.4.5)

µ
(2)
i,+ =1

2Dq
(2)
i

(2.4.6)

ξi,+ =− 2WijDξj (2.4.7)

ξi,− =− 2WijD̄ξj . (2.4.8)

Cross-differentiating these equations and using the dependencies of D and D̄ given

in eqs.(2.2.31),(2.2.32) and the fact that D and D̄ must obey the momentum conser-

vation condition in eq.(2.2.33) we can easily see that these give the bulk equations

of motion for vector fields p and q, and also some bulk equations of motion for what

were the auxiliary vector fields µ(2) and ξ.

So the systems of equations ui,tt−ui,xx +U(u) = 0 and vi,tt− vi,xx +V (v) = 0 where

ui = pi + qi, vi = pi − qi have a Bäcklund transformation given by eqs.(2.4.1)-(2.4.8)

if quantities D
(
p(1) + Aq(1), p(2) − µ(2), q(2), ξ

)
and D̄

(
q(1), q(2), µ(2), ξ

)
can be found

which satisfy eq.(2.2.33). Here A can be any antisymmetric matrix, W is given by
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eq.(2.2.5), the bulk fields may be divided between p(1), q(1) and p(2), q(2) in any way

and the auxiliary fields may be divided between µ(2) and ξ in any way as long as p(1)

and q(1) are the same length, p(2), q(2) and µ(2) are the same length and ξ contains

an even number of fields due to the form of the matrix W .



Chapter 3

Momentum conserving defects in

affine Toda field theory

3.1 Introduction

The ATFTs began life as a description of a one-dimensional lattice of particles

with nearest-neighbour interactions, which was shown to be integrable with soliton

solutions [Tod70]. The potential of this system contained terms of the form eui−1−ui ,

where ui is the position of particle i, and in [Bog76] these potential terms were

generalised to depend on the simple roots of any Lie algebra. In [Mik79] the Toda

lattice is taken to a two-dimensional field theory for the Ar and Tzitzéica cases. All

ATFTs are given in [MOP81] and their conserved quantities are investigated. ATFTs

have been proven to be integrable [Wil81; OT83b; OT85]. The quantum ATFTs

have also been shown to be integrable [AFZ79; BCDS90; Dor91; BCDS91; Dor92],

although we will not discuss quantum ATFTs or defects here.

In appendix A we make a brief run through some properties of Lie algebras, their

representations and their roots and weights to establish notation and recap some

important properties which will be useful in this chapter and in chapter 4.
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An ATFT is described by the Lagrangian density

L(u) = 1
2ui,tui,t −

1
2ui,xui,x − U U = m2

β2

r∑
i=0

nie
β(αi)juj (3.1.1)

where αi (i = 1, . . . , r) are the simple root vectors of a Lie algebra as given in

eqs.(A.0.18)-(A.0.26), ni (i = 1, . . . , r) are a set of integers characteristic of each

algebra as given in eqs.(A.0.27)-(A.0.35), n0 = 1 and α0 = −∑r
i=1 niαi gives the

root which corresponds to the extra node on an affine Dynkin diagram as given in

eq.(A.0.36) [MOP81; OT83a; OT83b]. m is the mass constant, β is the coupling

constant and in the classical case we can rescale the field u and the variables t and

x to set m = β = 1. The vector u = (u1, . . . , ur)T lies in the space spanned by the

simple root vectors and the fields {ui} are the projections of u onto the basis of this

vector space.

If the term containing the lowest weight root α0 is not included in this potential

then we have the Toda field theories. However, these have no soliton solutions as

they are conformal and so are not (as) physically interesting. The Dynkin diagrams

given in eqs.(A.0.9)-(A.0.17) encode the inner products between the simple roots for

all semi-simple Lie algebras and the affine Dynkin diagrams, which include a node

corresponding to the lowest weight root, are given in eqs.(A.0.37)-(A.0.45). Often

the affine diagram is distinguished from the non-affine diagram by the addition of a

tilde, however here we always take the capital letter to refer to the affine diagram.

While we are using the roots as encoded by the affine Dynkin diagrams we are still

using the non-affine, finite dimensional generators as defined by the commutation

relations in eqs.(A.0.1)-(A.0.5).

Because the simple roots are defined only up to their inner products with other

simple roots the potential based on the set of roots {αi} and the potential based

on the set of roots {Qαi}, where Q is some orthogonal transformation, describe the

same ATFT. Because the kinetic part of the bulk Lagrangian is invariant under

orthogonal transformations of the fields the ATFTs based on the roots {αi} can be

obtained by taking u → Qu in the ATFT based on the roots {Qαi}. In a similar
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manner we can take the ATFT based on {cαi}, where c is a constant, and, with

u → c−1u and a rescaling of the coordinates t and x such that ∂t,x → c∂t,x, return

to the ATFT based on the roots {αi}. Similar rescalings to these also allowed us to

set m = β = 1.

This potential has multiple vacua occurring at 2πi multiples of weights of the Lie

algebra the potential is based on, so if the field u is complex then we can have soliton

solutions to the ATFT equations of motion which interpolate between different vacua

as x → ±∞. A soliton can be associated with a particular simple root depending

on which weights it interpolates between. Such soliton solutions have been found

for all ATFTs [Hol92; MM93; McG94a; Hal94] and will be discussed in more detail

in chapter 5.

The non-simply-laced Dynkin diagrams can be obtained by certain foldings of the

simply-laced diagrams. A folding is the identification of some simple roots with other

simple roots, with the roots which are identified with each other being related by

some symmetry of the Dynkin diagram. These same foldings can be applied to the

extended or affine Dynkin diagrams, with the lowest weight α0 root being identified

with itself. In terms of the simple roots folding can be thought of as a projection of

the simple roots onto a subspace of the root space. If one root has been identified

with another root in the folding then both roots will have the same projection. The

projected simple roots will be the simple roots of a different Lie algebra to the initial

one, and this new set of simple roots must contain fewer roots than the original

set of simple roots. These foldings can be used on the ATFT potentials based on

one set of simple roots to give an ATFT potential based on a different set of simple

roots. When folding an ATFT we begin with an ATFT based on the roots {αi} and

containing the field u. Folding a Dynkin diagram would consist of identifying the

roots in {αi} with the roots in the smaller set, {α̃i}. To fold the ATFT we identify

components of the vector field u with components of the (smaller) vector field ũ in

such a way that u.u→ ũ.ũ (so that the kinetic part of the bulk Lagrangian remains

in the form in eq.(3.1.1)) and αi.u→ α̃i.ũ. This folding of the vector fields can also
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be applied to the soliton solutions of the original theory to give soliton solutions of

the folded theory. For further information on the folding of ATFTs and how this

affects their soliton solutions see [OT83a; OT83b; PS96].

When considering a defect eq.(3.1.1) describes the field theory to the left of the

defect and eq.(3.1.1) with the vector u replaced by v describes the field theory to

the right. Recall that the components of the vectors u and v appear in the vectors

u(1) and v(1) respectively if they do not couple to the auxiliary field µ(2), and in the

vectors u(2) and v(2) if they do couple to µ(2). We choose to call the vector space in

which u(1) (and v(1)) live the 1-space and the vector space in which u(2) (and v(2) and

µ(2)) live the 2-space. The vectors u(1) and v(1) can be thought of as the projections

of u and v onto the 1-space and u(2) and v(2) as the projections of u and v onto the

2-space. The 1-space and 2-space are orthogonal and sum to the vector space in

which the vectors u and v live, that is, the space spanned by the simple root vectors.

Therefore we can have α(1)
i as the projection of a simple root αi onto the 1-space

and α(2)
i as the projection onto the 2-space.

In this chapter we will first provide some background in the form of previous calcula-

tions carried out for defects in ATFTs. We show the results from [BCZ04a], [CZ09a]

and [Rob14b], which proved that ATFTs can support momentum conserving type

I defects if and only if they are based on the simple roots of Ar, that the type II

defects are momentum conserving for the previously excluded Tzitzéica model, and

that it is possible to “squeeze” together two type I defects and carry out a folding

procedure to obtain a momentum conserving type II defect in a theory not based

on the simple roots of Ar. Work similar to the momentum conservation calculation

given in section 2.2 was carried out in each of these papers for the less general (type

I, type II with a scalar field or folded type II) defects investigated therein. Rather

than reproducing the calculations as given in these papers we make use of the more

general result found here.

At the start of section 3.3 we give the form which a momentum conserving type

II defect in any ATFT must take, then give a detailed analysis of the possible
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momentum conserving defects in the D4 ATFT in section 3.3.1. By considering

the form of this D4 defect we are then able to provide examples of momentum

conserving type II defects in the Ar, Br, Cr and Dr ATFTs in sections 3.3.2-3.3.5.

These examples were published in [BB17]. Finally we discuss possible reasons why

we have not yet been able to find momentum conserving defects in the ATFTs based

on the exceptional Lie algebras in sections 3.3.6-3.3.8.

3.2 Previous results

3.2.1 Defects in Ar ATFTs

The purely transmitting classical defects investigated here were first introduced in

[BCZ04b], where a momentum conserving type I sine-Gordon defect was found. The

sinh-Gordon (or sine-Gordon if the field u is taken to be imaginary rather than real)

potential is

U =eu + e−u (3.2.1)

and similarly for v. From our work in chapter 2 we see that for a type I sine-

Gordon defect the 1-space is 1-dimensional, the 2-space does not exist, there is no

ξ field and A = 0 (as it is an antisymmetric scalar). Taking these restrictions and

eqs.(2.2.26),(2.2.33) gives the momentum conserving defect potential

LD =uvt −D − D̄ (3.2.2)

where D(p) and D̄(q) (with p = 1
2(u+ v) and q = 1

2(u− v)) must satisfy

2
(
ep+q + e−p−q − ep−q − e−p+q

)
=DpD̄q. (3.2.3)

This is obviously satisfied by

D =2σ
(
ep + e−p

)
D̄ = 1

σ

(
eq + e−q

)
(3.2.4)
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where σ is an arbitrary constant defect parameter.

We will now consider a momentum conserving type I defect with any number of auxili-

ary fields, following the calculations made in [BCZ04a]. Again from eqs.(2.2.26),(2.2.33)

with no 2-space and the bulk potential given in eq.(3.1.1) we have that the defect

potential must be

LD =1
2uiAijuj,t + 1

2viAijvj,t + ui (1− A)ij vj,t −D − D̄ (3.2.5)

where A is any antisymmetric matrix and D (p+ Aq) and D̄ (q) must satisfy

2
r∑
i=0

nie
(αi)jpj

(
e(αi)jqj − e−(αi)jqj

)
=DpiD̄qi . (3.2.6)

Since only D is dependent on the field p we can immediately see that D and D̄ must

take the form

D =
r∑
i=0

xie
(αi)j(pj+Ajkqk) (3.2.7)

D̄ =
r∑
j=0

yje
(zj)kqk (3.2.8)

where xi and yj are unknown constants and zj are unknown vectors. All zj are

different, as if two different zj were equal then the repeated exponentials could

simply be absorbed into the definition of yj. Substituting these into eq.(3.2.6) and

then equating coefficients of exponentials of p we have the momentum conservation

condition as

2ni
(
e(αi)kqk − e−(αi)kqk

)
=

r∑
j=0

xiyj(αi)k(zj)ke((zj)k+(αi)lAlk)qk i =0, . . . , r. (3.2.9)

There are no repeated exponentials on either side, therefore every term on the

right hand side must have exactly one equal term on the left hand side. To ensure

every term on the left hand side has at least one equal term on the right hand

side we take the sets {z′k} and {z̃k}, with z′j = αj + Aαj ∈ {z′k} (j = 0, . . . , r) and

z̃j = −αj +Aαj ∈ {z̃k} (j = 0, . . . , r), and take the zj in eq.(3.2.9) to run over both

of these sets. All elements within the same set are different (by the invertibility
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of (1 ± A)) but there may be overlap between the sets which introduces repeated

exponentials.

All zj are different. Therefore for each value of i there will be, on the right hand side

of eq.(3.2.9), a term with z′i, a term with z̃i and then all other terms going to zero.

So zj.αi = 0 when zj 6= z′i, z̃i, and zj.αi 6= 0 when zj = z′i, z̃i to ensure each term on

the left hand side of eq.(3.2.9) has an equal on the right hand side. If a particular zj

only appears in {z′k} then zj.αi = 0 ∀i 6= j and zj.αj 6= 0. For j 6= 0 we therefore

require zj.α0 = 0, but this sets either zj.αj = 0 or zj.αi 6= 0 for some i 6= j. For

j = 0 we have z0.αi = 0 ∀i 6= 0, but then by the definition of α0 we cannot have

z0.α0 6= 0. So no zj can only appear in the set {z′k}. Either by the same argument,

or by the fact that {z′k} and {z̃k} contain the same number of elements, we then see

that no zj can only appear in the set {z̃k}. All zj must appear in both {z′k} and

{z̃k} and the two sets overlap completely.

We have two distinct choices, either to set zj = αj +Aαj or zj = −αj +Aαj. We first

tackle the zj = αj + Aαj case. The momentum conservation condition in eq.(3.2.9)

becomes

2ni
(
e(αi)kqk − e−(αi)kqk

)
=
∑
j 6=i

xiyj(αi)k(1 + A)kl(αj)le((αj)k+(αi−αj)lAlk)qk

+ xiyi(αi)k(αi)ke(αi)kqk i = 0, . . . , r.

(3.2.10)

For every αi there must be exactly one αj such that the expression −αi = αj−A(αi−

αj) holds, so every simple root and the lowest weight root must be related to one

other simple or lowest weight root by the expression (−1 + A)αi = (1 + A)αj. This

ensures that every term on the left hand side of eq.(3.2.10) has one matching term on

the right hand side. It is evident that we cannot have (−1+A)αi = (1+A)αi. Taking

dot products with simple roots we have αi.(1 +A)αj = αi.(−1 +A)αi = −|αi|2 and

αj.(−1 + A)αi = αi.(−1 − A)αj = αj.(1 + A)αj = |αj|2, and so |αi| = |αj| ∀i, j.

The ATFT supporting the defect must be based on a simply laced Lie algebra.
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Now consider the terms in eq.(3.2.10) which must vanish. We must have αk.zj = 0

except when k = i, j, where the i is such that (−1 + A)αi = (1 + A)αj. So zj is

orthogonal to all but two of the simple roots and the lowest weight root. Recalling

that the fundamental weights are defined by αi.wj = δij (i, j = 1, . . . , r) and span

the root space we will choose to write zj in terms of the weights rather than the

roots. For i, j 6= 0 and (−1+A)αi = (1+A)αj taking zj = ciwi+djwj, where ci and

dj are unknown, ensures αk.zj = 0 for k 6= i, j is satisfied. z0 must be orthogonal to

all simple roots except for αi such that (−1+A)αi = (1+A)α0, so we take z0 = ciwi.

The zj such that (−1 + A)α0 = (1 + A)αj is also orthogonal to all but one simple

root, so we take zj = djwj. If we define w0 = 0 then we can set zj = ciwi + djwj

where (−1 + A)αi = (1 + A)αj.

Taking this together with our original definition zj = αj +Aαj we consider the inner

products of zj with the roots. Take αi to be such that (−1 +A)αi = (1 +A)αj, then

αi.zj = αi.(1 + A)αj = αi.(−1 + A)αi = −|αi|2 and αi.zj = ciαi.wi + djαi.wj = ci,

giving ci = −|αi|2. From αj.zj = αj.(1+A)αj = |αj|2 and αj.zj = ciαj.wi+djαj.wj =

dj we have dj = |αj|2, giving zj = |αj|2(wj − wi).

Finally take zj = |αj|2(wj−wi) = (1+A)αj and zk = |αk|2(wk−wj) = (1+A)αk with

(−1+A)αi = (1+A)αj and (−1+A)αj = (1+A)αk. These give zj−zk = |αj|2(−wi+

2wj − wk) and zj − zk = (1 + A)αj − (1 + A)αk = (1 + A)αj − (−1 + A)αj = 2αj,

so αj = |αj |2
2 (−wi + 2wj − wk). Recalling the definition of the fundamental weights

this means that every simple root is non-orthogonal with a maximum of two other

simple roots, and so each node on the Dynkin diagram is connected to a maximum

of two other nodes. Looking at the Dynkin diagrams we immediately see that out of

the simple laced algebras this restricts us to Ar. A nearly identical calculation can

be carried out for zj = −αj + Aαj which reaches the same conclusion. For the Ar

simple roots αj is non-orthogonal to αj−1 and αj+1, so we may set either i = j − 1

and k = j + 1 or i = j + 1 and k = j − 1, taking all subscripts to be mod r.

With this information we can now write down D and D̄ which satisfy eq.(3.2.6). We

set |αi| =
√

2 and have αi.αj = −1 for j = i − 1, i + 1 with αi.αj = 0 otherwise.
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There are two distinct cases, one where the roots are related by (−1 + A)αi =

(1+A)αi+1 ∀i and another where they are related by (−1+A)αi = (1+A)αi−1 ∀i.

These transformations move round the affine Dynkin diagram in opposite directions.

So we just need to find a matrix A which satisfies one of these relations and set the

constants xi, yi to some suitable value. The calculation for zj = −αj + Aαj gives

the same two possible cases.

As in [CZ09b] we define the matrix

B =
r∑

a=1
wa(wa − wa+1)T (3.2.11)

which gives

Bαj =
r∑

a=1
wa(wa − wa+1)Tαj = wj − wj−1 (3.2.12)

BTαj =
r∑

a=1
(wa − wa+1)wTa αj = wj − wj+1 (3.2.13)

for j = 0, . . . , r and with a taken to be mod r. Then taking A = 1 − 2B (which

can be checked to be antisymmetric) ensures (1 + A)αi = (−1 + A)αi+1 is satisfied,

or alternatively taking A = 1− 2BT ensures (1 + A)αi = (−1 + A)αi−1 is satisfied.

For A = 1− 2B the momentum conserving defect Lagrangian is

LD =1
2ui(1− 2B)ijuj,t + 1

2vi(1− 2B)ijvj,t + 2uiBijvj,t −D − D̄ (3.2.14)

with

D =
r∑
i=0

xie
(αi)j(pj+qj−2Bjkqk) (3.2.15)

D̄ =
r∑
i=0

yie
2(αi)jBjkqk (3.2.16)

and the momentum conservation condition in eq.(3.2.6) is satisfied if we set xi = σ,

yi = σ−1 where σ is the arbitrary, constant defect parameter.

For A = 1− 2BT the momentum conserving defect Lagrangian is

LD =1
2ui(1− 2BT )ijuj,t + 1

2vi(1− 2BT )ijvj,t + 2uiBT
ijvj,t −D − D̄ (3.2.17)
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with

D =
r∑
i=0

xie
(αi)j(pj+qj−2BTjkqk) (3.2.18)

D̄ =
r∑
i=0

yie
2(αi)jBTjkqk (3.2.19)

where again xi = σ, yi = σ−1.

The orthogonal transformation u→ Qu, v → Qv where Q is an orthogonal matrix

such that QTBQ = BT (so QTAQ = −A) moves from the first case for an ATFT

based on the roots {αi} to the second case for an ATFT based on the roots {QTαi}.

We have not included here the proof that the set of roots for the two bulk ATFTs

must be the same.

The transmission of solitons through these defects has been investigated in [BCZ04a;

CZ07; CZ09b] and it was found that the solitons are delayed but otherwise unchanged,

with the delay dependent on the defect parameter σ and the rapidity of the incoming

soliton. One point to note about these soliton transmissions is that the same soliton

will have different delays when travelling through the two different defects, and that

the delay of the soliton associated with αi when travelling through the A = 1− 2B

defect is the same as that of the αr+1−i soliton passing through the A = 1 − 2BT

defect and vice versa. We do not give the calculations for the transmission of solitons

through type I defects in this thesis, but the method used to find the type I defect

delays is employed in chapter 5 when investigating the transmission of solitons

through a defect in the D4 ATFT.

3.2.2 Defects in the Tzitzéica model

That these defects only appeared in Ar ATFTs suggests there is something funda-

mental missing. In [CZ09a] an extra degree of freedom was introduced by writing

down a defect Lagrangian for a scalar bulk field and one extra field confined to the

defect. The Lagrangian for such a defect will have no 1-space and a scalar 2-space,
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so from the work in section 2.2 and eq.(2.2.26) it will be

LD =uvt + 2µ (ut − vt)−D − D̄. (3.2.20)

The Tzitzéica potential is eq.(3.1.1) with

α0 =− 2 α1 =1 n0 =1 n1 =2 (3.2.21)

and is evidently not covered by the previous case as the roots are of different lengths.

For a defect in this theory D(p − µ, q) and D̄(q, µ) must satisfy the momentum

conservation condition

2e−2(p+q) + 4ep+q − 2e−2(p−q) − 4ep−q =DqD̄µ −DµD̄q. (3.2.22)

Because onlyD is dependent on p and the right hand side must be overall independent

of µ we can write

D =x0(q)e−2p+2µ + x1(q)ep−µ (3.2.23)

D̄ =y0(q)e−2µ + y1(q)eµ. (3.2.24)

Unfortunately the form of the right hand side of eq.(3.2.22) means that taking the

same approach as in the type I case, putting all the fields into exponentials and then

identifying terms which must be zero, would be significantly more difficult. This is

due to the existence of cancellations between terms on the right hand side which

did not appear in the type I case. Instead we will write down a set of differential

equations for x0,1 and y0,1 to be solved.

At the end of section 2.2 we noted that the redefinition µ → µ + f(q) of the

auxiliary field, where f is any function, does not change the kinetic part of the defect

Lagrangian and so can be used to give a family of D and D̄ satisfying the same

momentum conservation condition. In order to simplify the differential equations to

be solved we will use the field redefinition µ→ µ− 1
2 ln x1 to set x1 = 1. The other

coefficients are currently arbitrary, so can be redefined to include this. Substituting

eqs.(3.2.23),(3.2.24) into eq.(3.2.22) and equating exponentials of p and µ gives a set
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of four differential equations which are solved by

x0 = 1
2c(eq + e−q)2 y0 =c

x1 =1 y1 =4(eq + e−q) (3.2.25)

where c is a constant. We now have a specific solution,

D = 1
2c(eq + e−q)2e−2p+2µ + ep−µ (3.2.26)

D̄ =ce−2µ + 4(eq + e−q)eµ. (3.2.27)

We can choose to take µ → µ + 1
3 ln c and multiply D by c 1

3 and D̄ by c− 1
3 . This

removes all instances of the constant c. To introduce as much freedom as is possible

we then make the field redefinition µ→ µ + f(q) and multiply D by the arbitrary

constant σ and D̄ by σ−1, giving

D =σ
(1

2(eq + e−q)2e2fe−2p+2µ + e−fep−µ
)

(3.2.28)

D̄ = 1
σ

(
e−2fe−2µ + 4(eq + e−q)efeµ

)
(3.2.29)

as the solutions to eq.(3.2.22).

There is also some freedom to redefine the external fields. We can shift u or v by an

integer multiple 2πi without affecting the bulk Lagrangians or the kinetic part of

the defect Lagrangian. Taking u→ u+ 2πin, v → v + 2πim (so p→ p+ πi(n+m),

q → q + πi(n−m)) gives the defect potential

D =σ
(1

2e
2f (e2q + e−2q + 2)e−2p+2µ + (−1)n+me−fep−µ

)
(3.2.30)

D̄ = 1
σ

(
e−2fe−2µ + 4(−1)n−mef (eq + e−q)eµ

)
. (3.2.31)

But we can also immediately take the redefinition µ→ µ+πi(n+m) to return to the

D and D̄ given in eqs.(3.2.28),(3.2.29), and since the freedom to shift the external

fields corresponds to a shift in the auxiliary fields the entire family of momentum

conserving defects satisfying the momentum conservation condition in eq.(3.2.22)

have a potential given by eqs.(3.2.28),(3.2.29).
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The interactions of solitons with this defect were investigated in [CZ09a], and a

similar situation to the Ar ATFT case was found, with the defect able to delay or

absorb solitons and change their topological charge.

3.2.3 Folding defects

In [Rob14b; Rob14a; Rob15] this idea of additional degrees of freedom at the defect,

and the folding of A2 ATFT Bäcklund transformations to give the Tzitzéica defect

equations plus the extra equations required for a Bäcklund transformation, gave rise

to some generalisation of the type II defects.

An Ar ATFT can support multiple defects while remaining momentum conserving.

For two defects at different positions there will be (in addition to u ad v to the

left and right of both defects respectively) some bulk field which is only defined

between the two defects. The position of the defects does not affect their momentum

conservation, so we can then take the position of both defects to x = 0. What was

the bulk field between the two defects is now confined to the point x = 0, and should

play the same role as the extra degree of freedom at the defect introduced in [CZ09a].

To take these defects to some new defects not in an Ar ATFT we then change the

bulk theory by folding. This will extend the type II case introduced in [CZ09a] to

a defect with more than one component in the bulk vector fields. Of the Dynkin

diagrams given in eqs.(A.0.38)-(A.0.45) the only one which can be obtained by a

folding of the Ar Dynkin diagram is Cr. The possible foldings of Dynkin diagrams

and ATFTs are discussed in [OT83a; PS96]. This means that the only new defect we

can find with this method will be a Cr ATFT defect. This folding involves identifying

the simple root αi with αr+1−i and the α0 root with itself. When A3 is folded to C2
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the Dynkin diagram undergoes the folding

α0

α1

α2

α3

~α0

~α1

~α2 (3.2.32)

There are other possible foldings of Ar, but we will not discuss the Dynkin diagrams

and ATFTs which these give rise to.

We have already given a brief explanation of folding in the bulk. To fold a (type

I) defect we take the identifications of components of u and v with components

of ũ and ṽ which folded the bulk ATFTs and apply them to the fields appearing

in the defect Lagrangian. When it comes to folding defects there is an additional

consideration-the transmission of solitons. When we fold an ATFT the solitons also

undergo a folding, with solitons associated to roots which are identified with each

other being folded to the soliton associated with the resultant single node on the

folded Dynkin diagram. Therefore if during the folding two roots are to be identified

with each other then the solitons associated with them must have the same overall

delay when passing through the defect(s). This ensures that the resultant folded

soliton can actually be transmitted through the folded defect. In section 3.2.1 we

saw that, for the two species of defect in eqs.(3.2.14),(3.2.17), the soliton associated

with αi passing through one defect had the same delay as the soliton associated

with αr+1−i passing through the other defect. Taking one defect of each species with

the same defect parameter will ensure that the overall delays of the αi and αr+1−i

solitons are the same after passing through both defects.

We will, as a small example, follow [Rob14b] and fold defects in an A3 ATFT to a

defect in a C2 ATFT. We identify α1 with α3, as shown in eq.(3.2.32). To fold the

ATFT we need some identification ũ = u such that α̃0.ũ = α0.u, α̃1.ũ = α̃3.ũ = α1.u

and α̃2.ũ = α2.u, where {α̃i} are the A3 simple roots and {αi} are the C2 simple
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roots. Taking the bulk ATFT given by the Lagrangian in eq.(3.1.1) and the A3 roots

as given in eq.(A.0.18) and making the identifications

ũ1 = 1√
2
u1 ũ2 = 1√

2
u2 ũ3 =− 1√

2
u2 ũ4 =− 1√

2
u1 (3.2.33)

gives the folded ATFT Lagrangian

L(u) =1
2 (u1,tu1,t + u2,tu2,t − u1,xu1,x − u2,xu2,x)− e−

√
2u1 − 2e

1√
2

(u1−u2) − e
√

2u2 .

(3.2.34)

This C2 ATFT potential is based on the simple roots given in eq.(A.0.20) scaled by
1√
2 .

Now that we have the bulk folding we can consider the defect folding. Consider a

system containing a defect at x = x1 described by eqs.(3.2.14),(3.2.15),(3.2.16) with

field ũ to the left of the defect and field µ̃ to the right, then a defect at x = x2 > x1

described by eqs.(3.2.17),(3.2.18),(3.2.19) with field µ̃ to the left of the defect and

field ṽ to the right. The defect parameter σ is the same for both defects. Fields ũ, µ̃

and ṽ all obey the bulk equations of motion for the A3 ATFT. This set-up ensures

that the solitons associated with the α1 and α3 simple roots in A3 have the same

delay after passing through both defects, as they will need to act as a single C2

soliton associated with α1 after folding. We then take x1,2 → 0, giving a system with

the same form we investigated in chapter 2 (in eq.(2.1.1)) with defect Lagrangian

LD =1
2 ũi (1− 2B)ij ũj,t + 1

2 ṽi
(
1− 2BT

)
ij
ṽj,t − 2µ̃iBT

ij(ũj,t − ṽj,t)

−D1 − D̄1 −D2 − D̄2. (3.2.35)

The field µ̃ is now confined to x = 0 so has no bulk equations of motion. The defect

potential terms D1 and D̄1 are given by eqs.(3.2.15),(3.2.16) with u = ũ and v = µ̃

(so p = 1
2(ũ + µ̃), q = 1

2(ũ − µ̃)) and D2 and D̄2 are given by eqs.(3.2.18),(3.2.19)

with u = µ̃ and v = ṽ (so p = 1
2(µ̃+ ṽ), q = 1

2(µ̃− ṽ)).

The matrix B is given by eq.(3.2.11) and the fundamental weights for A3 given in
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eq.(A.0.46) and is

B =1
8



3 −3 −1 1

1 3 −3 −1

−1 1 3 −3

−3 −1 1 3


. (3.2.36)

This would appear to disagree with B being defined as 1
2(1−A) where A is antisym-

metric. However, the root space of A3 is three dimensional, and for the simple roots

we are using is the space orthogonal to (1 1 1 1)T . The action of B on this space can

be checked to be the action of the identity matrix plus some antisymmetric matrix.

Carrying out the folding of the bulk fields given in eq.(3.2.33) on ũ and ṽ for the

defect Lagrangian in eq.(3.2.35) gives

LD = 1
2
√

2
µ̃1 (− (u1,t − v1,t)− 3 (u2,t − v2,t)) + 1

2
√

2
µ̃2 ((u1,t − v1,t)− (u2,t − v2,t))

+ 1
2
√

2
µ̃3 ((u1,t − v1,t) + 3 (u2,t − v2,t)) + 1

2
√

2
µ̃4 ((u1,t − v1,t)− (u2,t − v2,t))

−D1 −D2 − D̄1 − D̄2. (3.2.37)

To put this into the standard form found in the previous section we set the auxiliary

fields as

µ̃1 =
√

2 (−µ1 − µ2 + µ3) + 1
2
√

2
(u1 + v1 + u2 + v2)

µ̃2 =
√

2 (µ1 − 3µ2 + µ4) + 1
2
√

2
(−u1 − v1 + 3u2 + 3v2)

µ̃3 =
√

2µ3

µ̃4 =
√

2 (2µ3 − µ4) . (3.2.38)

This also removes the µ3 and µ4 auxiliary fields from the kinetic part of the Lag-

rangian.

The effect of these field redefinitions on the defect potential is to set

D1 =σ
(
e

1√
2

(−2p1−q1+2µ1) + e
1√
2

(2p1+q1−2µ1−2p2+4µ2+2µ3−2µ4)
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+ e
1√
2

(2p2+q2−2µ2) + e
1√
2

(−q2−2µ2−2µ3+2µ4)
)

(3.2.39)

D2 =σ
(
e

1√
2

(−2p1+q1+2µ1) + e
1√
2

(2p1−q1−2µ1−2p2+4µ2+2µ3−2µ4)

+ e
1√
2

(2p2−q2−2µ2) + e
1√
2

(q2−2µ2−2µ3+2µ4)
)

(3.2.40)

D̄1 = 1
σ

(
e

1√
2

(−q1−2µ1) + e
1√
2

(−p1+2µ1+p2−q2−4µ2−2µ3+2µ4)

+ e
1√
2

(q2+2µ2) + e
1√
2

(p1+q1−p2+2µ2+2µ3−2µ4)
)

(3.2.41)

D̄2 = 1
σ

(
e

1√
2

(q1−2µ1) + e
1√
2

(−p1+2µ1+p2+q2−4µ2−2µ3+2µ4)

+ e
1√
2

(−q2+2µ2) + e
1√
2

(p1−q1−p2+2µ2+2µ3−2µ4)
)
. (3.2.42)

Because fields µ3,4 no longer appear in the kinetic part of the defect Lagrangian their

equations of motion are Fµ3 = 0 and Fµ4 = 0 where F = D1 +D2 + D̄1 + D̄2. This

sets

e
√

2(µ3−µ4) =e
1√
2

(−p1+µ1+p2−3µ2)
(
e

1√
2
q1 + e

− 1√
2
q1
)− 1

2
(
e

1√
2
q2 + e

− 1√
2
q2
) 1

2
, (3.2.43)

and substituting this back in to the defect potential gives

D =σ
((

e
1√
2
q1 + e

− 1√
2
q1
)
e
√

2(−p1+µ1)

+ 2
(
e

1√
2
q1 + e

− 1√
2
q1
) 1

2
(
e

1√
2
q2 + e

− 1√
2
q2
) 1

2
e

1√
2

(p1−p2−µ1+µ2)

+
(
e

1√
2
q2 + e

− 1√
2
q2
)
e
√

2(p2−µ2)
)

(3.2.44)

D̄ = 1
σ

((
e

1√
2
q1 + e

− 1√
2
q1
)
e−
√

2µ1

+ 2
(
e

1√
2
q1 + e

− 1√
2
q1
) 1

2
(
e

1√
2
q2 + e

− 1√
2
q2
) 1

2
e

1√
2

(µ1−µ2)

+
(
e

1√
2
q2 + e

− 1√
2
q2
)
e
√

2µ2

)
. (3.2.45)

This can be checked to satisfy the momentum conservation condition in eq.(2.2.33).

To obtain the defect potential for a C2 ATFT based on the simple roots given in

eq.(A.0.20), rather than these roots scaled by 1√
2 , a scaling of the fields is all that

is required. Taking the above defect potential and scaling all fields by
√

2 will give

a defect potential which satisfies the momentum conservation condition for ATFT
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potentials based on the simple roots of C2 as given in eq.(A.0.20).

3.3 Defects in ATFTs

When considering the general defect found in chapter 2 with a particular potential

the fact that we carried out rotations on the external fields in order to simplify the

defect Lagrangian becomes relevant. Fortunately, rotations of the fields in the bulk

do not fundamentally change the bulk Lagrangian and potential given in eq.(3.1.1).

For the calculations here we want to be able to take {αi} to be fixed to certain,

reasonably simple vectors. Over the course of the calculations in section 2.2 the

external fields have undergone the transformations u→ Qu and v → Q′v, where Q

and Q′ are orthogonal and arbitrary. The sets of simple roots {QTαi} and {Q′Tαi}

have the same Dynkin diagram as {αi}. If we choose to begin with the bulk potentials

from eq.(3.1.1) dependent on {QTαi} for U and {Q′Tαi} for V then after u and v

have undergone their field redefinitions both U and V will be dependent on {αi}.

Because the root space splits into the 1-space and 2-space we will need to choose an

orthonormal basis for the simple roots which also provides orthonormal bases for the

1-space and 2-space. We have not been able to find a systematic way of determining

either the splitting of the root space or the choice of basis.

By considering the exponentials of the field p in the momentum conservation condi-

tion in eq.(2.2.33) when we use the potentials U and V as given in eq.(3.1.1), and

the dependencies of D and D̄ in eqs.(2.2.31),(2.2.32), we see that they must take

the form

D =σ
n∑
i=0

xi
(
q(2), ξ

)
e

(αi)(1)
j

(
p

(1)
j +Ajkq

(1)
k

)
+(αi)(2)

j

(
p

(2)
j −µ

(2)
j

)
(3.3.1)

D̄ = 1
σ

n∑
i=0

yi
(
q(1), q(2), ξ

)
e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j (3.3.2)

where σ is a constant and xi and yi are functions yet to be determined. Because

every term contains a simple (or lowest weight) root we can talk about terms being
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associated with a particular root or Dynkin diagram node. Mainly due to the

aforementioned difficulty with determining how the root space should be split there

is no obvious systematic way of ensuring that D and D̄ satisfy the momentum

conservation condition in eq.(2.2.33) for a particular set of simple roots. Instead we

have used trial and error to find momentum conserving defects for some ATFTs.

Using eqs.(3.3.1),(3.3.2) in the momentum conservation condition and equating

powers of p we have

2ni
(
e(αi)kqk − e−(αi)kqk

)
=

r∑
j=0

(
xi(αi)kyj,qk + xiyj(αi)(1)

k Akl(αj)(1)
l + x

i,q
(2)
k

(αj)(2)
k yj

− 4xi,ξkWklyj,ξl

)
e(αi−αj)(1)

k
Aklq

(1)
l
−(αi−αj)(2)

k
µk (3.3.3)

for i = 0, . . . , r as the momentum conservation conditions.

In order to solve the momentum conservation conditions we must now move to

specific cases and use the simple roots as given in appendix A. All of the following

results require making a particular choice for the 1-space and 2-space splitting. This

splitting was simply found by guesswork for the D4 case, and the defect was then

found by explicitly solving the coupled differential equations in eq.(3.3.3) for xi and

yi. The subsequent cases used the form of the D4 defect to inform the choices made

for the splitting and the functions xi and yi.

3.3.1 D4 defect

For the D4 ATFT potential we use the simple roots from eq.(A.0.21), the lowest

weight root from eq.(A.0.36) and the ni values from eq.(A.0.30) in the potential

given in eq.(3.1.1). In [BB17] it was found that taking the 1-space to have the basis

(e1, e4) and the 2-space to have the basis (e2, e3), giving two auxiliary fields µ2 and

µ3, and taking A = 0 and no ξ fields gave a defect which, with the correct choice of

potential, was momentum conserving. The full set of momentum conserving defect

potentials was found in [Bri17]. With these choices of 1-space and 2-space the defect
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Lagrangian in eq.(2.2.26) becomes

LD =u1v1,t + u2v2,t + u3v3,t + u4v4,t + 2µ2 (u2,t − v2,t) + 2µ3 (u3,t − v3,t)−D − D̄

(3.3.4)

where D(p1, p2−µ2, p3−µ3, p4, q2, q3) and D̄(q1, q2, q3, q4, µ2, µ3) (with pi = 1
2(ui+vi),

qi = 1
2(ui − vi)) must satisfy

2(U − V ) =Dp1D̄q1 +Dq2D̄µ2 −Dµ2D̄q2 +Dq3D̄µ3 −Dµ3D̄q3 +Dp4D̄q4 . (3.3.5)

From eqs.(3.3.1),(3.3.2) we expect D and D̄ to be

D = σ
(
x0(q2, q3)e−p1−p2+µ2 + x1(q2, q3)ep1−p2+µ2 + x2(q2, q3)ep2−p3−µ2+µ3

+ x3(q2, q3)ep3−p4−µ3 + x4(q2, q3)ep3+p4−µ3
)

(3.3.6)

D̄ = 1
σ

(
y0(q1, q2, q3, q4)e−µ2 + y1(q1, q2, q3, q4)e−µ2 + y2(q1, q2, q3, q4)eµ2−µ3

+ y3(q1, q2, q3, q4)eµ3 + y4(q1, q2, q3, q4)eµ3
)

(3.3.7)

where xi and yi are unknown functions. As some terms in D̄ have the same exponen-

tials of µ we can redefine some of these currently arbitrary functions as y1 → y1− y0

and y3 → y3 − y4 to set y0 = 0 and y4 = 0. We can also use the field redefinitions

µ2 → µ2 − (
∫ q2 ln x0(q′2, q3)dq′2)q2

and µ3 → µ3 − (
∫ q2 ln x0(q′2, q3)dq′2)q3

to set x0 = 1.

The rest of the xi and yi can simply be redefined to include this extra function.

Using these choices in eq.(3.3.3) and equating powers of µ2,3 we find a set of differen-

tial equations which xi and yi must satisfy as a momentum conservation condition.

There are two distinct solutions,

x0 =1

x1 =1 y1 =
(
eq1 + e−q1

) (
eq2 + e−q2

)
x2 =2g(q3)

(
eq2 + e−q2

)
y2 =g(q3)−1

(
eq3 + e−q3

)
x3 =1

c
g(q3)−1

(
eq3 + e−q3

)
y3 =cg(q3)

(
eq4 + e−q4

)
x4 =1

c
g(q3)−1

(
eq3 + e−q3

)
(3.3.8)
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and

x0 =1

x1 =− 1 y1 =
(
eq1 − e−q1

) (
eq2 − e−q2

)
x2 =− 2g(q3)

(
eq2 − e−q2

)
y2 =g(q3)−1

(
eq3 − e−q3

)
x3 =− 1

c
g(q3)−1

(
eq3 − e−q3

)
y3 =cg(q3)

(
eq4 − e−q4

)
x4 =1

c
g(q3)−1

(
eq3 − e−q3

)
(3.3.9)

where the constant c and function g(q3) are free (and may be different in each

case). When used to write down D and D̄ from eqs.(3.3.6),(3.3.7) these will give

two separate possibilities for the momentum conserving defect potential.

We can use our freedom to carry out field redefinitions to remove the constant

c and function g in both cases. For the first solution taking µ2 → µ2 − 1
3 ln c,

µ3 → µ3 − 2
3 ln c and σ → c

1
3σ removes (or absorbs into the definition of µ(2) and

σ) the constant c and taking µ2 → µ2, µ3 → µ3 − ln g(q3) removes the function

g(q3). Reintroducing all possible freedom available from auxiliary field redefinitions

by taking µ2 → µ2 + f(q2, q3)q2 , µ3 → µ3 + f(q2, q3)q3 (where f may be any function)

we now have, from the first set of solutions, the defect potential

D+ =σ
(
efq2

(
ep1 + e−p1

)
e−p2+µ2 + 2e−fq2 +fq3

(
eq2 + e−q2

)
ep2−p3−µ2+µ3

+ e−fq3
(
eq3 + e−q3

) (
ep4 + e−p4

)
ep3−µ3

)
(3.3.10)

D̄+ = 1
σ

(
e−fq2

(
eq1 + e−q1

) (
eq2 + e−q2

)
e−µ2 + efq2−fq3

(
eq3 + e−q3

)
eµ2−µ3

+ efq3
(
eq4 + e−q4

)
eµ3

)
. (3.3.11)

The + superscripts will differentiate this from the defect potential arising from the

second set of solutions, and refer to the fact that terms of the form (eq + e−q) appear

here.

For the second solution taking µ2 → µ2 − 1
3 ln c, µ3 → µ3 − 2

3 ln c, σ → c
1
3σ and

µ3 → µ3 − ln g(q3) again removes the constant c and function g(q3). Reintroducing
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all possible freedom available from auxiliary field redefinitions by taking µ2 →

µ2 + f(q2, q3)q2 , µ3 → µ3 + f(q2, q3)q3 (where f may be any function) we now have,

from the second set of solutions, the defect potential

D− =σ
(
efq2

(
ep1 − e−p1

)
e−p2+µ2 − 2e−fq2 +fq3

(
eq2 − e−q2

)
ep2−p3−µ2+µ3

+ e−fq3
(
eq3 − e−q3

) (
ep4 − e−p4

)
ep3−µ3

)
(3.3.12)

D̄− = 1
σ

(
− e−fq2

(
eq1 − e−q1

) (
eq2 − e−q2

)
e−µ2 + efq2−fq3

(
eq3 − e−q3

)
eµ2−µ3

+ efq3
(
eq4 − e−q4

)
eµ3

)
. (3.3.13)

The − superscripts here refer to the fact that terms of the form (eq − e−q) appear.

There is still the freedom to carry out field redefinitions on the bulk fields. The bulk

fields may be shifted by any 2πi multiple of a weight of D4 without affecting the

bulk Lagrangians. If u and v have the same shift then p is also shifted by a 2πi

multiple of a weight, and as exponentials of p in D all appear in the form eαi.p they

remain unchanged. q would remain completely unchanged. So as in the Tzitzéica

case it is the relative shift between u and v which is important. We will consider

shifts of v proportional to the fundamental weights given in eqs.(A.0.47).

Acting on the defect potential given by D+, D̄+ in eqs.(3.3.10),(3.3.11) with v →

v+ 2πiw1, where w1 is one of the fundamental weights given in eq.(A.0.47), and also

performing the shift µ3 → µ3 +πi on the auxiliary fields and the redefinition σ → −σ

gives D+, D̄+. The freedom from this external field redefinition is equivalent to the

freedom we already have to redefine the auxiliary fields and the defect parameter,

and does not give a defect potential that is materially different. Carrying out an

identical set of redefinitions on D−, D̄− returns to D−, D̄− also.

Acting on D+, D̄+ with v → v + 2πiw2 immediately returns D+, D̄+, and likewise

acting on D−, D̄− with v → v + 2πiw2 immediately returns D−, D̄−.

Acting on D+, D̄+ with v → v + 2πiw3 and µ3 → µ3 − πi
2 gives D−, D̄−, so the two

defect potentials, while not linked by any redefinitions of the auxiliary fields, are
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linked by a shift of the bulk fields. Using the same shift and set of redefinitions on

D−, D̄− returns D+, D̄+.

Finally acting on D+, D̄+ with v → v+2πiw4, the shifts µ2 → µ2 +πi, µ3 → µ3− πi
2

and the redefinition σ → −σ gives D−, D̄−. Unsurprisingly the same set of field

redefinitions take D−, D̄− to D+, D̄+.

A shift of a 2πi multiple of fundamental weights w1,2 has no effect on either defect

potential beyond utilising the freedom to make auxiliary field redefinitions which is

already encapsulated by the presence of the arbitrary function f in the potentials.

A shift which is a 2πi multiple of fundamental weights w3,4 links the two distinct

defect potentials.

The choice for the 1-space and 2-space splitting and these corresponding momentum

conserving defect potentials can be used to give Bäcklund transformations for the

D4 ATFT as discussed in section 2.4.

3.3.2 Dr defect

For this ATFT and the ATFTs in the following subsections we will not attempt to

find all possible momentum conserving potentials for a particular defect. Instead we

will use the 1-space and 2-space splitting for the D4 case and the form of the defect

potential in eqs.(3.3.10),(3.3.11) to inform us as to the likely splittings and defect

potentials for other momentum conserving defects.

For the Dr ATFT potential we use the simple roots from eq.(A.0.21), the lowest

weight root from eq.(A.0.36) and the ni values from eq.(A.0.30) in the potential

given in eq.(3.1.1). In the D4 defect the bulk fields which lived in the 2-space were

those which appeared in the term in the bulk potential associated with the central

node on the Dynkin diagram. To move from D4 to Dr we assume that the fields

appearing in the terms of the bulk potential associated with the central chain of

nodes on the Dynkin diagram will be the fields in the 2-space, so we take the basis

of the 1-space to be (e1, er) and the basis of the 2-space to be (e2, . . . , er−1). We
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also have A = 0 and no ξ fields [BB17]. With these choices the defect Lagrangian in

eq.(2.2.26) becomes

LD =u1v1,t + urvr,t +
r−1∑
i=1

(uivi,t + 2µi (ui,t − vi,t))−D − D̄. (3.3.14)

We can assume that the terms appearing in D and D̄ of the D4 defect given

in eqs.(3.3.10),(3.3.11) which are associated with the central (or outer) nodes of

the Dynkin diagram will have the same form as the terms appearing in D and

D̄ of the Dr defect which are associated with the central chain of nodes (or the

outer nodes). This gives a possible choice which ensures D(p1, p2 − µ2, . . . , pr−1 −

µr−1, pr, q2, . . . , qr−1) and D̄(q1, . . . , qr, µ2, . . . , µr−1) satisfy the momentum conserva-

tion condition in eq.(2.2.33),

D =σ
(ep1 + e−p1

)
e−p2+µ2 + 2

r−2∑
i=2

(
eqi + e−qi

)
epi−pi+1−µi+µi+1

+
(
eqr−1 + e−qr−1

) (
epr + e−pr

)
epr−1−µr−1

 (3.3.15)

D̄ = 1
σ

(eq1 + e−q1
) (
eq2 + e−q2

)
e−µ2 +

r−2∑
i=2

(
eqi+1 + e−qi+1

)
eµi−µi+1

+
(
eqr + e−qr

)
eµr−1

. (3.3.16)

As for the D4 defect it is possible to use redefinitions of the µi fields and shifts of the

external fields to give different defect potentials satisfying the same momentum con-

servation condition. It may be that there are also some other defect potentials which

are momentum conserving but not linked to this potential by any field redefinitions.

3.3.3 Ar defect

For the Ar ATFT potential we use the simple roots from eq.(A.0.18), the lowest

weight root from eq.(A.0.36) and the ni values from eq.(A.0.27) in the potential

given in eq.(3.1.1). The bulk fields in the Ar ATFT have the additional constraint∑r+1
i=1 ui = 0, ∑r+1

i=1 vi = 0. Because the Dynkin diagram of Ar (and so the terms

appearing in the bulk potential) looks like the central chain of nodes in the Dr



3.3. Defects in ATFTs 64

diagram and ATFT we will take all the fields to be projections onto the 2-space.

There will be r auxiliary fields which satisfy the constraint ∑r+1
i=1 µi = 0. We also

have A = 0 and no ξ fields [BB17]. With these choices the defect Lagrangian in

eq.(2.2.26) becomes

LD =
r+1∑
i=1

(uivi,t + 2µi (ui,t − vi,t))−D − D̄. (3.3.17)

All terms in D and D̄ are taken to be of a similar form to those associated with the

central chain of nodes in eqs.(3.3.15),(3.3.16), giving

D =σ
(

r∑
i=1

(
eqi + e−qi

)
epi−pi+1−µi+µi+1 +

(
eqr+1 + e−qr+1

)
epr+1−p1−µr+1+µ1

)
(3.3.18)

D̄ = 1
σ

(
r∑
i=1

(
eqi+1 + e−qi+1

)
eµi−µi+1 +

(
eq1 + e−q1

)
eµr+1−µ1

)
. (3.3.19)

This is the same as the defect given by squeezing two Ar defects together [CZ09a;

Rob14b]. Once again it is possible to use redefinitions of the µi fields and shifts

of the external fields to give different defect potentials, and it may be that there

are other defect potentials which are momentum conserving but not linked to this

potential by any field redefinitions.

3.3.4 Br defect

For the Br ATFT potential we use the simple roots from eq.(A.0.19), the lowest

weight root from eq.(A.0.36) and the ni values from eq.(A.0.28) in the potential

given in eq.(3.1.1). The Dynkin diagram for Br has two nodes, α0 and α1, which

look like the same nodes in Dr, with the rest of the diagram is similar to the central

chain of Dr. So we will take the fields in the terms of the bulk potential associated

with this central chain part to be the projections onto the 2-space. This gives the

basis of the 1-space to be (e1) and the basis of the 2-space to be (e2, . . . , er). With

A = 0 and no ξ fields this gives (from eq.(2.2.26)) the defect Lagrangian

LD =u1v1,t +
r∑
i=2

(uivi,t + 2µi (ui,t − vi,t))−D − D̄. (3.3.20)
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Once again we look at the form of the terms in eqs.(3.3.15),(3.3.16) to guess the

form of D and D̄. Taking

D =σ
(ep1 + e−p1

)
e−p2+µ2

+ 2
r−1∑
i=1

(
eqi + e−qi

)
epi−pi+1−µi+µi+1 + 2

(
eqr + e−qr

)
epr−µr

 (3.3.21)

D̄ = 1
σ

((
eq1 + e−q1

) (
eq2 + e−q2

)
e−µ2 +

r−1∑
i=1

(
eqi+1 + e−qi+1

)
eµi−µi+1 + eµr

)
(3.3.22)

satisfies the momentum conservation condition in eq.(2.2.33). This is a new mo-

mentum conserving defect. Once again it is possible to use field redefinitions to give

different defect potentials, and it may be that there are other defect potentials which

are momentum conserving but not linked to this potential by any field redefinitions.

3.3.5 Cr defect

For the Cr ATFT potential we use the simple roots from eq.(A.0.20), the lowest

weight root from eq.(A.0.36) and the ni values from eq.(A.0.29) in the potential

given in eq.(3.1.1). The Dynkin diagram for Cr had two nodes, α0 and αr, which

look like the αr node in Br and the rest of the diagram is similar to the central

chain of Dr or Br. So we will take there to be no 1-space and the entire root space

to be the 2-space, as the field appearing in the αr bulk potential term in Br was a

projection onto the 2-space. With A = 0 and no ξ fields this gives (from eq.(2.2.26))

the defect Lagrangian

LD =
r∑
i=1

(uivi,t + 2µi (ui,t − vi,t))−D − D̄. (3.3.23)

Considering the form of the terms in eqs.(3.3.21),(3.3.22) we choose to take

D =σ
1

2
(
eq1 + e−q1

)2
e−2p1+2µ1

+ 2
n−1∑
i=1

(
eqi+1 + e−qi+1

)
epi−pi+1−µi+µi+1 + 1

2e
2pn−2µn

 (3.3.24)
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D̄ = 1
σ

(
e−2µ1 + 2

n−1∑
i=1

(
eqi + e−qi

)
eµi−µi+1 +

(
eqn + e−qn

)2
e2µn

)
, (3.3.25)

which satisfies the momentum conservation condition in eq.(2.2.33). For C2 this

momentum conserving defect is the same as that found in section 3.2 (up to a

redefinition of the µ1 and µ2 auxiliary fields), following the method in [Rob14b],

by squeezing together A3 type I defects and then carrying out a folding procedure.

Once again it is possible to use field redefinitions to give different defect potentials,

and it may be that there are other defect potentials which are momentum conserving

but not linked to this potential by any field redefinitions.

3.3.6 Er defect

Some attempts have been made to find a defect for one of the E series ATFTs, with

the focus on E6 as the simplest of the three. However, so far no progress has been

made. As we are simply using trial and error there is little useful to say here. In all

attempts we have used no ξ fields, as the presence of these significantly complicates

the differential equations which xi and yi must satisfy.

In section 4.2 an observation about a likely constraint on the splitting of the root

space into the 1-space and 2-space is made. Every simple and lowest weight root

must either have α(1)
i = 0 or some other root αj must exist such that (1 + A)α(1)

i =

(−1 + A)α(1)
j and α(2)

i = α
(2)
j . While this constraint was not proved to be necessary

for a defect to have an infinite number of conserved quantities it does hold for the

1-space and 2-space splittings found so far. Satisfying this may require rotating the

simple roots as given in eq.s(A.0.22),(A.0.36) so that αi = (α(1)
i , α

(2)
i ), that is, the

1-space and 2-space each have a basis given by some of the standard orthonormal

basis vectors ei.

From this we have tried to choose the 1-space and 2-space in such a way that

(α0)(2) = (α1)(2) = (α5)(2), (α2)(2) = (α4)(2) = (α5)(2), (α3)(1) = 0, and the matrix

A can be found such that (α0)(1), (α1)(1), (α5)(1) and (α2)(1), (α4)(1), (α6)(1) are

correctly related. This has not yet been possible.
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We have also tried choose the 1-space in such a way that (α0)(2) = (α6)(2), (α1)(2) =

(α2)(2), (α4)(2) = (α5)(2), (α3)(1)=0 and then as A = 0 (α0)(1) = −(α6)(1) and

(α1)(1) = −(α2)(1) and (α4)(1) = −(α5)(1). This has also not yet been possible.

3.3.7 F4 defect

The F4 ATFT can be found by folding the E6 ATFT, so it is unlikely that any

progress will be made here before the E6 defect has been found. Some attempts have

been made with A = 0 and no ξ fields, but no useful information has been gleaned. If

the F4 defect were found before the E6 defect it may be that the connection between

the two ATFTs would give hints as to the form of the E6 defect.

3.3.8 G2 defect

The G2 ATFT is given by a folding of the D4 ATFT, and so as the D4 defects are

now known we would expect to be able to apply the folding procedure from section

3.2 and [Rob14b] to obtain a momentum conserving G2 defect. This has not yet

been achieved.



Chapter 4

Conserved quantities of defects in

affine Toda field theory

4.1 Introduction

The study of integrability of systems is a large and important area in mathematical

physics. Here we work with classical 1 + 1 dimensional field theories, and define

these as Liouville integrable if it can be shown that there are an infinite number

of conserved quantities which are independent and in Poisson involution. In the

classical case the existence of a Lax pair satisfying the zero curvature condition

implies the existence of an infinite number of conserved quantities. The existence of

an r-matrix satisfying the classical Yang-Baxter equation ensures that the conserved

quantities are independent and in Poisson involution [Lax68; Sem83; FT86].

For the systems containing defects investigated in the previous chapters there is

some evidence that they are likely integrable (namely that they give a Bäcklund

transformation and admit soliton solutions) [BCZ04b; BCZ04a; CZ09b; CZ09a]. An

infinite number of conserved quantities have been generated for the type I defects

[BCZ04b; BCZ04a; CZ07; Cau08; CZ09b] and a type II defect in the Tzitzéica

model is shown to have an infinite number of conserved quantities in [AAGZ11].
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However, the discontinuity at the defect makes it difficult to move from the Lag-

rangian description we have used so far to the Hamiltonian description required to

find an r-matrix satisfying the classical Yang-Baxter equation, and so prove that

the charges are in involution. A Hamiltonian set-up in which the Lax and r-matrix

equations are immediately assumed to be satisfied by some matrix associated with

the defect is investigated in [AD12a; AD12b; Doi15; Doi16] for defects in the non-

linear Schrödinger and sine-Gordon equations. While these defects are integrable

they do not necessarily describe the same systems as the momentum conserving

defects found in the Lagrangian set-up. Some attempt to reconcile this Hamiltonian

approach and the Lagrangian approach to defects is made in [Cau15; CK15] for

the nonlinear Schrödinger equation and sine-Gordon cases. The type I and type II

Lagrangians are rewritten as Hamiltonians with second class constraints in [CZ09a].

Some information on quantum integrability in field theories is given in [ZZ79; Dor91;

Dor92] and the quantum integrability of defects is investigated in [CZ11; CZ10].

Here we follow [BCZ04a] by considering whether the system with a defect has a zero

curvature representation, and so an infinite number of conserved quantities, but not

whether these conserved quantities are in Poisson involution. We will first give a

brief introduction to the Lax pair, the zero curvature condition and how this is used

to generate an infinite number of conserved quantities.

The Lax pair is a pair of matrices a0(t, x, λ) and a1(t, x, λ) such that for a vector

field Ψ(t, x)

dΨ(t, x)
dt =− a0(t, x, λ)Ψ(t, x) (4.1.1)

dΨ(t, x)
dx =− a1(t, x, λ)Ψ(t, x) (4.1.2)

where λ is the spectral parameter. Using f(q+δq) = f(q)+δqf(q)q and eδqf = 1+δqf

we have

Ψ(t+ δt, x) =(1− δta0(t, x, λ))Ψ(t, x) = e−δta0(t,x,λ)Ψ(t, x) (4.1.3)

Ψ(t, x+ δx) =(1− δxa1(t, x, λ))Ψ(t, x) = e−δxa1(t,x,λ)Ψ(t, x). (4.1.4)
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These infinitesimal translations of Ψ may then be used to build any path, giving the

transport matrices

Ψ(t2, x, λ) =Pe−
∫ t2
t1

dt′a0(t′,x,λ)Ψ(t1, x, λ) (4.1.5)

Ψ(t, x2, λ) =Pe−
∫ x2
x1

dx′a1(t,x′,λ)Ψ(t, x1, λ) (4.1.6)

where P denotes path ordering. The transport matrices themselves are also solutions

to eqs.(4.1.1),(4.1.2) respectively.

If we can show that the transport of Ψ along two infinitesimally different paths with

the same endpoint is path independent then we can use this to build up any paths

between the same two endpoints and have the transport of Ψ be path independent,

so have a system with a zero curvature representation.

Ψ(t; x)

Ψ(t+ δt; x)

e−
R
a0

Ψ(t+ δt; x+ δx)

Ψ(t; x+ δx)
e−

R
a1

e−
R
a1

e−
R
a0

(4.1.7)

From this picture we see that for path independence we require

Pe−
∫ t+δt
t

dt′a0(t′,x+δx,λ)Pe−
∫ x+δx
x

dx′a1(t,x′,λ)

=Pe−
∫ x+δx
x

dx′a1(t+δt,x′,λ)Pe−
∫ t+δt
t

dt′a0(t′,x,λ)

(1− δta0(t, x+ δx, λ))(1− δxa1(t, x, λ)) =(1− δxa1(t+ δt, x, λ))(1− δta0(t, x, λ)),

(4.1.8)

and expanding this equation gives the zero curvature condition

a1,t − a0,x + [a0, a1] =0. (4.1.9)

This must be satisfied by the Lax pair if we are to generate an infinite number of

conserved quantities. It is the same as the condition found if the overdetermined

system of equations in eqs.(4.1.1),(4.1.2) is required to be consistent. The gauge
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transformation

a0 → ã0 = −GtG
−1 +Ga0G

−1 (4.1.10)

a1 → ã1 = −GxG
−1 +Ga1G

−1 (4.1.11)

leaves the zero curvature condition unchanged.

The system in the bulk is some field u which is governed by an equation of motion.

If a pair of matrices which are dependent on u and the spectral parameter λ satisfy

eq.(4.1.9) if and only if u satisfies the equations of motion of the system then we have

a Lax pair of the system. To generate the infinite number of conserved quantities

we need the monodromy matrix

T (t, λ) =Pe−
∫∞
−∞ dx′a1(t,x′,λ)

. (4.1.12)

The conserved quantities generated by the monodromy matrix will then be dependent

on u, and so will be conserved quantities of the specific system. The time translation

matrices at x→ ±∞ are

S±(t2, t1, λ) =Pe−
∫ t2
t1

dt′a0(t′,±∞,λ) (4.1.13)

and provided that a0 satisfies

a0(t,∞, λ) =Qa0(t,−∞, λ)Q−1, (4.1.14)

where Q is some constant matrix we can use eM = ∑∞
n=0

1
n!M

n to show that the time

translation matrices at x→ ±∞ satisfy

S+(t2, t1, λ) =Pe−
∫ t2
t1

dt′a0(t′,∞,λ)

=PeQ(a)
(
−
∫ t2
t1

dt′a0(t′,−∞,λ)
)
Q(a)−1

=
∞∑
n=0

1
n!Q(a)

(
−
∫ t2

t1
dt′a0(t′,−∞, λ)

)n
Q(a)−1

=Q(a)Pe−
∫ t2
t1

dt′a0(t′,−∞,λ)
Q(a)−1

=Q(a)S−(t2, t1, λ)Q(a)−1. (4.1.15)
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We can now consider transport from (t1,−∞) to (t2,∞) along two different paths.

Ψ(t1;−1)

Ψ(t2;−1)

S
−

Ψ(t2;1)

Ψ(t1;1)
T

T

S+

(4.1.16)

Because we have zero curvature this gives the relation

T (t2, λ)S−(t2, t1, λ) =S+(t2, t1, λ)T (t1, λ)

T (t2, λ)S−(t2, t1, λ) =QS−(t2, t1, λ)Q−1T (t1, λ)

Q−1T (t2, λ) =S−(t2, t1, λ)Q−1T (t1, λ)S−(t2, t1, λ)−1 (4.1.17)

and by taking the trace of this and using the cyclicity of the trace we have

tr
(
Q−1T (t2, λ)

)
=tr

(
Q−1T (t1, λ)

)
. (4.1.18)

Therefore the trace of the matrix Q−1T (t, λ) is time independent. T is an exponential

of a matrix containing λ, so can be expanded infinitely in λ, and as zero curvature

must hold for any value of λ all of the coefficients of λ must be independently

conserved. This gives an infinite number of conserved quantities associated with the

system whose Lax pair is a0, a1.

For an ATFT the Lax pair is

a0 =1
2

(
ux.H + 1√

2

r∑
i=0

√
ni|αi|e

1
2αi.u

(
λEαi −

1
λ
E−αi

))
(4.1.19)

a1 =1
2

(
ut.H + 1√

2

r∑
i=0

√
ni|αi|e

1
2αi.u

(
λEαi + 1

λ
E−αi

))
(4.1.20)

[MOP81] where H are the Cartan generators and Eαi is the generator associated

with the root αi. These matrices obey the relations given in eqs.(A.0.1)-(A.0.5). The

αi are the simple and lowest weight roots given in eqs.(A.0.18)-(A.0.26),(A.0.36) and

the marks ni are given in eqs.(A.0.27)-(A.0.35). Using these matrices in eq.(4.1.9)

we can check that it is satisfied provided that the equations of motion of the ATFT
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(given by the Lagrangian density in eq.(3.1.1)) are satisfied. This matrix a0 can be

checked to satisfy eq.(4.1.14) for Q = eπi(w−−w+).H , where the field u takes values of

2πiw± as x→ ±∞ and w± are weights of the Lie algebra.

When investigating defects we follow [BCZ04b; BCZ04a; CZ09b], only considering

whether the system posesses a zero curvature representation (and so the existence

of an infinite number of conserved quantities), not the existence of an r-matrix. The

defects are always taken to appear in integrable theories, so the bulk fields theories

have a zero curvature representation and we only need to consider curvature across

the defect. We take there to be a time dependent matrix which acts to move from

the left of the defect to the right of the defect without changing position. This

calculation of the defect zero curvature condition is not specific to defects in ATFTs,

but can be applied to a defect in any integrable theory.

Consider an integrable theory in the region x ≤ 0 with the Lax pair a<0 (t, x), a<1 (t, x)

satisfying the zero curvature condition in eq.(4.1.9), an integrable theory in the

region x ≥ 0 with the Lax pair a>0 (t, x), a>1 (t, x) also satisfying eq.(4.1.9) and with

a defect at x = 0. The matrices a<0 (t, x), a<1 (t, x) depend on the field u and a>0 (t, x),

a>1 (t, x) depend on the field v. We consider the transport of the vector Ψ in the

region of the defect.

Ψ(t; 0)

Ψ(t+ δt; 0)

e−
R
a
<

0

Ψ(t+ δt; 0)

Ψ(t; 0)

e−
R
a
>

0

u v

K

K
(4.1.21)

The defect transport matrix K introduced here depends on both the u and v fields

evaluated at x = 0 and on any auxiliary fields which are confined to the defect. For

zero curvature this gives

K(t+ δt)Pe−
∫ t+δt
t

dt′a<0 (t′,0) =Pe−
∫ t+δt
t

dt′a>0 (t′,0)K(t). (4.1.22)
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Expanding this in δt we have

Kt = Ka<0 − a>0 K (4.1.23)

evaluated at x = 0. An extremely similar calculation which gave the same zero

curvature condition for the defect was carried out in [BCZ04a]. The bulk zero

curvature condition in eq.(4.1.9) is satisfied if and only if the bulk equations of

motion are satisfied, and this extra defect zero curvature condition must be satisfied

if and only if the defect equations are satisfied. Note that eq.(4.1.23) is equivalent

to K being a gauge transformation between the operators ∂t + a<0 and ∂t + a>0 , with

∂t + a<0 = K−1(∂t + a>0 )K. Carrying out a gauge transform of G on a<0 and G′ on a>0

(as given in eq.(4.1.10)) along with the gauge transformation K → K ′ = G′KG−1

leaves this defect zero curvature condition unchanged.

In this chapter we first use the general defect in an ATFT given by the Lagrangian

in eq.(2.2.26) and the defect potential in eqs.(3.3.1),(3.3.2) to make some comments

on how the defect zero curvature condition in eq.(4.1.23) may be satisfied. We

then explicitly calculate K for the Tzitzéica and D4 defects, proving that these two

systems have an infinite number of conserved quantities. The defect matrix for the

Tzitzéica model has been found previously in [AAGZ11].

4.2 Zero curvature for momentum conserving

defects in ATFTs

Using the ATFT a0 matrix given in eq.(4.1.19) and taking it to depend on u = p+ q

to give a<0 and v = p − q to give a>0 the zero curvature condition on the defect

becomes

2Kt =pj,x [K,Hj] + qj,x{K,Hj}

+ 1√
2

r∑
i=0

√
ni|αi|e

1
2 (αi)jpj

(
λ
(
e

1
2 (αi)jqjKEαi − e−

1
2 (αi)jqjEαiK

)
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− 1
λ

(
e

1
2 (αi)jqjKE−αi − e−

1
2 (αi)jqjE−αiK

))
(4.2.1)

where square brackets indicate a commutator and curly brackets an anticommutator

(not a Poisson bracket).

We will begin by taking the defect to be of the general form given in eq.(2.2.26),

which has defect equations given in eqs.(2.2.34)-(2.2.39), where D and D̄ must have

the dependencies given in eqs.(2.2.31),(2.2.32) and satisfy the additional momentum

conservation condition in eq.(2.2.33). Using eqs.(2.2.34)-(2.2.37) to remove all x

derivatives from eq.(4.2.1) gives

2Kt =
(
p

(1)
j,t − 2q(1)

k,tAkj −
1
2Dq

(1)
j
− 1

2D̄q
(1)
j

) [
K,H

(1)
j

]
+
(
p

(2)
j,t − 2µ(2)

j,t −
1
2Dq

(2)
j
− 1

2D̄q
(2)
j

) [
K,H

(2)
j

]
+
(
−q(1)

j,t −
1
2Dp

(1)
j

)
{K,H(1)

j }+
(
−q(2)

j,t −
1
2Dp

(2)
j

)
{K,H(2)

j }

+ 1√
2

r∑
i=0

√
ni|αi|e

1
2 (αi)jpj

(
λ
(
e

1
2 (αi)jqjKEαi − e−

1
2 (αi)jqjEαiK

)
− 1
λ

(
e

1
2 (αi)jqjKE−αi − e−

1
2 (αi)jqjE−αiK

))
. (4.2.2)

Every Cartan generator is associated with one of the orthonormal basis vectors of

the root space, so H(1) denotes the Cartan generators which are associated with the

orthonormal basis vectors which form a basis of the 1-space and H(2) denotes the

Cartan generators associated with the orthonormal basis vectors of the 2-space. The

t derivatives on the right hand side can be removed by applying the transformation

K = e−
1
2 (pj+qj)Hj+q(1)jAjkH

(1)
k

+µ(2)
j H

(2)
j K̂e

1
2 (pj−qj)Hj−q(1)

j AjkH
(1)
k
−µ(2)

j H
(2)
j (4.2.3)

to give

4K̂t +Dpj{K̂,Hj}+ (Dqj + D̄qj)
[
K̂,Hj

]
=
√

2
r∑
i=0

√
ni|αi|

(
λe(αi)jpj+(αi)(1)

j Ajkq
(1)
k
−(αi)(2)

j µ
(2)
j

[
K̂, Eαi

]
− 1
λ
e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjK̂E−αi − e−(αi)jqjE−αiK̂

))
. (4.2.4)
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If K̂ is dependent on a field then the term K̂t introduces a t derivative of that field,

which will not appear anywhere else in eq.(4.2.4). For the fields q(2) and ξ we can

remove the t derivative using eq.(2.2.38) and eq.(2.2.39) respectively. For the fields

p(1), q(1), p(2) and µ(2) the t derivative cannot be removed (except by the introduction

of an x derivative, which returns us to the previous step in our calculation) so K̂

cannot be dependent on these fields. The same argument can be used to show that

K̂ cannot depend on the derivatives of fields as well. With K̂ only dependent on q(2)

and ξ we have K̂t = K̂
q

(2)
i
q

(2)
i,t + K̂ξiξi,t, and using this and eqs.(2.2.38),(2.2.39) the

zero curvature condition becomes

K̂
q

(2)
i

(D
µ

(2)
i

+ D̄
µ

(2)
i

)− 4K̂ξiWij(Dξj + D̄ξj) +Dpj{K̂,Hj}+ (Dqj + D̄qj)
[
K̂,Hj

]
=
√

2
r∑
i=0

√
ni|αi|

(
λe(αi)jpj+(αi)(1)

j Ajkq
(1)
k
−(αi)(2)

j µ
(2)
j

[
K̂, Eαi

]
− 1
λ
e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjK̂E−αi − e−(αi)jqjE−αiK̂

))
. (4.2.5)

To progress further we now need a specific form for the defect potential. In section

3.3 we stated that for a defect in an ATFT to be momentum conserving D and D̄

must be of the form given in eqs.(3.3.1),(3.3.2). Using this in the zero curvature

condition we have

σ
r∑
i=0

e(αi)jpj+(αi)(1)
j Ajkq

(1)
k
−(αi)(2)

j µ
(2)
j )
(
− xi(αi)(2)

j K̂
q

(2)
j

+ 4xi,ξjWjkK̂ξk

+ xi(αi)(1)
j Ajk

[
K̂,H

(1)
k

]
+ x

i,q
(2)
j

[
K̂,H

(2)
j

]
+ xi(αi)j{K̂,Hj}

)
+ 1
σ

r∑
i=0

e−(αi)(1)
j Ajkq

(1)
k

+(αi)(2)
j µ

(2)
j

(
yi(αi)(2)

j K̂
q

(2)
j

+ 4yi,ξjWjkK̂ξk

− yi(αi)(1)
j Ajk

[
K̂,H

(1)
k

]
+ yi,qj

[
K̂,Hj

] )
=
√

2
r∑
i=0

√
ni|αi|

(
λe(αi)jpj+(αi)(1))jAjkq

(1)
k
−(αi)(2)

j µ
(2)
j

[
K̂, Eαi

]
− 1
λ
e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjK̂E−αi − e−(αi)jqjE−αiK̂

))
. (4.2.6)

Equating exponents of p splits this into r + 2 equations,

√
2√ni|αi|ρ

[
K̂, Eαi

]
=− xi(αi)(2)

j K̂
q

(2)
j

+ 4xi,ξjWjkK̂ξk
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+ xi(αi)(1)
j Ajk

[
K̂,H

(1)
k

]
+ x

i,q
(2)
j

[
K̂,H

(2)
j

]
+ xi(αi)j{K̂,Hj} (4.2.7)

for i = 0, . . . , r and

−
√

2
r∑
i=0

√
ni|αi|e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjK̂E−αi − e−(αi)jqjE−αiK̂

)
= ρ

r∑
i=0

e−(αi)(1)
j Ajkq

(1)
k

+(αi)(2)
j µ

(2)
j

(
− yi(αi)(1)

j Ajk
[
K̂,H

(1)
k

]
+ yi,qj

[
K̂,Hj

]
+ yi(αi)(2)

j K̂
q

(2)
j

+ 4yi,ξjWjkK̂ξk

)
(4.2.8)

where we have set ρ = λσ−1. We cannot split eq.(4.2.8) by equating exponentials of

µ(2), as two different roots αi and αj may have the same projection onto the 2-space.

MultiplyingK by a constant does not affect the zero curvature condition in eq.(4.1.23),

so we can always take the highest power of ρ appearing in K to be zero. Therefore

we can always expand K̂ in ρ as

K̂ =
∞∑
s=0

ρ−sks. (4.2.9)

The ks are matrices, and any of them may be zero. We do not know if this expansion

terminates. We will assume that, like the bulk Lax pair, this defect matrix will

consist of generators of the Lie algebra. More specifically, since it appears as part

of the monodromy matrix, we would expect to be able to write it as an exponential

or combination of exponentials of the generators. Expanding such an exponential in

terms of ρ (which should appear in the exponent by comparison with the bulk mono-

dromy matrix) we therefore expect that the matrices ks will be some combination

of generator matrices.

Substituting this expansion into the zero curvature relations in eqs.(4.2.7),(4.2.8)

and equating powers of ρ gives a set of recursion relations,

√
2√ni|αi| [ks+1, Eαi ] =− xi(αi)(2)

j k
s,q

(2)
j

+ 4xi,ξjWjkks,ξk
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+ xi(αi)(1)
j Ajk

[
ks, H

(1)
k

]
+ x

i,q
(2)
j

[
ks, H

(2)
j

]
+ xi(αi)j{ks, Hj}

(4.2.10)

for i = 0, . . . , r and

−
√

2
r∑
i=0

√
ni|αi|e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjksE−αi − e−(αi)jqjE−αiks

)
=

r∑
i=0

e−(αi)(1)
j Ajkq

(1)
k

+(αi)(2)
j µ

(2)
j

(
− yi(αi)(1)

j Ajk
[
ks+1, H

(1)
k

]
+ yi,qj [ks+1, Hj]

+ yi(αi)(2)
j k

s+1,q(2)
j

+ 4yi,ξjWjkks+1,ξk

)
. (4.2.11)

We can now attempt to solve these relations, which would ensure zero curvature

across any momentum conserving defect of the form given in eq.(2.2.26) in an ATFT.

Beginning with s = −1 we have

0 =
√

2√ni|αi| [k0, Eαi ] (4.2.12)

for i = 0, . . . , r and

0 =
r∑
i=0

e−(αi)(1)
j Ajkq

(1)
k

+(αi)(2)
j µ

(2)
j

(
− yi(αi)(1)

j Ajk
[
k0, H

(1)
k

]
+ yi,qj [k0, Hj]

+ yi(αi)(2)
j k0,q(2)

j
+ 4yi,ξjWjkk0,ξk

)
. (4.2.13)

If k0 is to commute with all simple root generators and the lowest weight root

generator then by Schur’s lemma it must be proportional to the identity matrix.

This ensures the first r + 1 equations are satisfied. We will take k0 to be a scalar

multiple of the identity matrix (satisfying the final equation), and using the fact

that K may be multiplied by a constant without affecting the defect zero curvature

condition, set k0 = 1. There may be some choices of k0 which are dependent on q(2)

and ξ and satisfy eq.(4.2.13), but it is certainly not obvious. No defects found thus

far have contained auxiliary fields which couple only to other auxiliary fields, and if

these is no ξ field vector then for eq.(4.2.13) to be satisfied we must have k0,q(2)
i

= 0

and so k0 will always be a scalar multiple of the identity matrix.
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Now consider s = 0. The recurrence relations give

√
2√ni|αi| [k1, Eαi ] =2xi(αi)jHj (4.2.14)

for i = 0, . . . , r and

−
√

2
r∑
i=0

√
ni|αi|e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqj − e−(αi)jqj

)
E−αi

=
r∑
i=0

e−(αi)(1)
j Ajkq

(1)
k

+(αi)(2)
j µ

(2)
j

(
− yi(αi)(1)

j Ajk
[
k1, H

(1)
k

]
+ yi,qj [k1, Hj]

+ yi(αi)(2)
j k1,q(2)

j
+ 4yi,ξjWjkk1,ξk

)
, (4.2.15)

and we can immediately see that the first r + 1 equations in eq.(4.2.14) are satisfied

by

k1 =− 1√
2

r∑
j=0

1
√
nj
|αj|xjE−αj (4.2.16)

using the fact that a simple root plus the negative of a simple root is never a root

and that the highest (lowest) weight root plus any positive (negative) root cannot

be a root. The final equation, eq.(4.2.15), then becomes

2
r∑
i=0

√
ni|αi|e−(αi)(1)

k
Aklq

(1)
l

+(αi)(2)
k
µ

(2)
k

(
e(αi)kqk − e−(αi)kqk

)
E−αi

=
r∑
i=0

r∑
j=0

1
√
nj
|αj|e−(αi)(1)

k
Aklq

(1)
l

+(αi)(2)
k
µ

(2)
k

(
yi(αi)(2)

k x
j,q

(2)
k

+ 4yi,ξkWklxj,ξl + xjyi,qk(αj)k

− xjyi(αi)(1)
k Akl(αj)(1)

l

)
E−αj (4.2.17)

where we have made use of eq.(A.0.1). Because the generators of the simple and

lowest weight roots are linearly independent we can equate the coefficients of these

matrices to give

2ni
(
e(αi)kqk − e−(αi)kqk

)
=

r∑
j=0

e(αi−αj)(1)
k
Aklq

(1)
l

+(αj−αi)(2)
k
µ

(2)
k

(
yj(αj)(2)

k x
i,q

(2)
k

+ 4yj,ξkWklxi,ξl + xiyj,qk(αi)k − xiyj(αj)
(1)
k Akl(αi)(1)

l

)
(4.2.18)

for i = 0, . . . , r. But this is identical to the set of differential equations appearing in

eq.(3.3.3), which came from taking D and D̄ to be of the form in eqs.(3.3.1),(3.3.2)
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then substituting these into the momentum conservation condition in eq.(2.2.33)

to give a set of differential equations which must be satisfied by xi and yi if the

defect is to be momentum conserving. We have not quite shown that momentum

conservation is necessary for a system with a defect to have zero curvature, as we

made the assumption that k0 did not depend on ξ. We also have not shown that

momentum conservation is a sufficient condition as this would require the recursion

relations to be satisfied for all values of s. However, this highlights the link between

momentum conservation and integrability, and for all defects found in section 3.3

their momentum conservation is necessary if they are to be integrable.

These first two terms indicate some sort of pattern of grading, with the nth power

of ρ in the expansion of K̂ containing the product (or rather a sum of products)

of n generators E−αi (i = 0, . . . , r). From eq.(A.0.4) we see that the generators of

roots which are not simple or the lowest weight root can still be written as a sum

of products of the generators of simple or lowest weight roots. This also implies

some cyclicity, as by taking commutators of E−α0 with E−αi (i = 1, . . . , r) we can

eventually reach H. So the Cartan generators can be written as a sum of products

of 1 +∑r
i=1 ni generators of negatives of simple roots and the generator associated

with the highest weight root. So (from eq.(A.0.1)) the generators E−αi (i = 0, . . . , r)

can be written as a sum of products of 2+∑r
i=1 ni such generators. So if this grading

pattern continues then the terms in the expansion in eq.(4.2.9) with ρ−1−i−
∑

ni are

a rewriting of the terms with ρ−i.

By inspection of the s = 1 recursion relations it appears that the grading described

here will give the correct matrices from the commutators appearing in the recursion

relation. However, actually calculating k2 is too difficult, as we do not know anything

about the root structure of the underlying Lie algebra and so do not know the exact

form of the commutation relations for the generators. To actually calculate this

defect zero curvature matrix we will need to consider specific ATFTs.

However, there is still some useful information about defects in ATFTs to be gleaned

from these recursion relations if we consider what happens if the expansion for K̂
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terminates. Let us assume that for all s > n we have ks = 0. Then take s = n for

the recursion relations, giving

0 =− xi(αi)(2)
j k

n,q
(2)
j

+ 4xi,ξjWjkkn,ξk

+ xi(αi)(1)
j Ajk

[
kn, H

(1)
k

]
+ x

i,q
(2)
j

[
kn, H

(2)
j

]
+ xi(αi)j{kn, Hj} (4.2.19)

for i = 0, . . . , r and

r∑
i=0

√
ni|αi|e−(αi)(1)

j Ajkq
(1)
k

+(αi)(2)
j µ

(2)
j

(
e(αi)jqjknE−αi − e−(αi)jqjE−αikn

)
= 0. (4.2.20)

We will not solve these equations, but can use eq.(4.2.20) to get some information

on the form of defects with zero curvature.

For the right hand side of eq.(4.2.20) to be zero the terms appearing there must

either be equal to zero or proportional to another term, enabling cancellations to

occur. For a term to disappear kn must annihilate E−αi or vice versa. However, to

know whether this happens and for which terms we need to know not just kn but also

what the underlying Lie algebra is and what representation we are using. We will

therefore assume that this is never the case, and so every term in eq.(4.2.20) is non-

zero. This assumption is acceptable as we are not trying to prove every defect with

zero curvature must take a particular form. Instead we are looking for constraints

which apply in certain cases which may be useful in finding momentum conserving

defects for the E series ATFTs, which were not covered by the trial-and-error method

used in section 3.3.

Every term in eq.(4.2.20) must cancel with at least one other term. First consider

a cancellation between terms knE−αi and knE−αj . Because kn is only dependent on

q(2) and ξ any dependence on q(1) and µ(2) appearing in these two terms must match.

From the exponentials appearing in these terms this requires

(αi)(1)
k q

(1)
k − (αi)(1)

k Aklq
(1)
l + (αi)(2)

k µ
(2)
k = (αj)(1)

k q
(1)
k − (αj)(1)

k Aklq
(1)
l + (αj)(2)

k µ
(2)
k .

(4.2.21)

As we have noted before A being antisymmetric means that 1 ± A has complex



4.2. Zero curvature for momentum conserving defects in ATFTs 82

eigenvalues which are all non-zero, so is invertible. Therefore requiring eq.(4.2.21)

to hold gives αi = αj, so we cannot have a cancellation between two terms of the

form knE−αi . Next consider a cancellation between terms E−αikn and E−αjkn. This

requires

−(αi)(1)
k q

(1)
k − (αi)(1)

k Aklq
(1)
l + (αi)(2)

k µ
(2)
k = −(αj)(1)

k q
(1)
k − (αj)(1)

k Aklq
(1)
l + (αj)(2)

k µ
(2)
k ,

(4.2.22)

which again immediately gives αi = αj, and so no cancellations. So all cancellations

must be between a term of the form knE−αi and another term of the form E−αjkn.

This requires every root αi to have another root αj for which it satisfies

(αi)(1)
k q

(1)
k − (αi)(1)

k Aklq
(1)
l + (αi)(2)

k µ
(2)
k = −(αj)(1)

k q
(1)
k − (αj)(1)

k Aklq
(1)
l + (αj)(2)

k µ
(2)
k .

(4.2.23)

If the assumptions we have made about the K̂ series terminating and the kn matrix

not annihilating any Eα operators hold (and for the Tzitzéica and D4 defect matrices

we find in the following sections they do hold) then we have some fairly restrictive

constraints on the projections of the roots onto the 1-space and 2-space. Either the

root αi must have (αi)(1) = 0, in which case the knEαi term is able to cancel with

Eαikn, or there must be some other root αj with (1 + A)α(1)
i = (−1 + A)α(1)

j and

α
(2)
i = α

(2)
j . By their projections onto the 2-space we should be able to find sets of

roots whose projections onto the 1-space are linked.

For the Ar ATFTs found in [BCZ04a] there is no 2-space and these constraints give

the relations between simple roots which were required for a type I defect to be

momentum conserving. For the Tzitzéica defect in section 3.2.2 and the momentum

conserving defects in Ar and Cr ATFTs found in section 3.3 there was no 1-space, so

all roots have (αi)(1) = 0. For the Br defect also found in section 3.3 we can see that,

for the roots given in eqs.(A.0.19),(A.0.36), the choice of 1-space and 2-space made

in subsection 3.3.4 and A = 0, we have (α0)(1) = −(α1)(1), (α0)(2) = (α1)(2) and

(αi)(1) = 0 for all other roots. For the Dr defect found in section 3.3 with the roots
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given in eqs.(A.0.21),(A.0.36), the choice of 1-space and 2-space made in subsection

3.3.2 and A = 0 we have (α0)(1) = −(α1)(1), (α0)(2) = (α1)(2), (αr−1)(1) = −(αr)(1),

(αr−1)(2) = (αr)(2) and (αi)(1) = 0 for all other roots. Whilst we have not proved

anything definite the fact that the above constraints on the splitting of the root

space into the 1-space and 2-space hold for these known momentum conserving defect

certainly gives a possible direction for future calculations of E6 defects.

We will now use these results to show that the momentum conserving Tzitzéica and

D4 defects found in sections 3.2.2 and 3.3.1 have a zero curvature representation.

4.2.1 Zero curvature for the Tzitzéica defect

The roots for Tzitzéica are given in eq.(3.2.21), the momentum conserving ATFT

defect based on these roots in eq.(3.2.20) and the momentum conserving defect poten-

tial in eqs.(3.2.28),(3.2.29). The defect zero curvature conditions in eqs.(4.2.7),(4.2.8)

then become

2
√

2ρ
[
K̂, Eα0

]
=e2f (eq + e−q)2

(
K̂q − {K̂,H}+ fq

[
K̂,H

])
+ e2f (eq + e−q)(eq − e−q)

[
K̂,H

]
(4.2.24)

2ρ
[
K̂, Eα1

]
=e−f

(
−K̂q + {K̂,H} − fq

[
K̂,H

])
(4.2.25)

ρe−2f
(
K̂q + fq

[
K̂,H

])
=
√

2
(
e−2qK̂E−α0 − e2qE−α0K̂

)
(4.2.26)

2ρef
(
(eq + e−q)

(
K̂q + fq

[
K̂,H

])
+ (eq − e−q)

[
K̂,H

] )
=−

(
eqK̂E−α1 − e−qE−α1K̂

)
, (4.2.27)

where eq.(4.2.8) has been split into two equations by equating powers of µ.

In order to solve eqs.(4.2.24)-(4.2.27) we will choose a representation, write down

the generator matrices explicitly, then solve the matrix equations entry by entry. For

notation we will take eni,j to denote an n× n matrix with zeroes everywhere except

position (i, j), where the entry is 1. Our chosen representation is

H =
(
e3

1,1 − e3
3,3

)
Eα0 =e3

3,1 Eα1 =
√

2
(
e3

1,2 + e3
2,3

)
(4.2.28)
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and we recall that E−α = E†α.

Using Maple to solve eqs.(4.2.24)-(4.2.27) as described then gives

K̂ =


1− 1

4
√

2ρ
−3e2q 1

2ρ
−2efeq(eq + e−q) − 1√

2ρ
−1e2f (eq + e−q)2

− 1√
2ρ
−1e−f 1− 1

4
√

2ρ
−3 1

2ρ
−2efe−q(eq + e−q)

1
4ρ
−2e−2f − 1√

2ρ
−1e−f 1− 1

4
√

2ρ
−3e−2q

 . (4.2.29)

This matrix fits into the proposed form of K̂ as a finite series in ρ. The structure

of this matrix is identical to the Tzitzéica defect matrix found in [AAGZ11]. When

writing K̂ as given in eq.(4.2.29) in terms of the expansion in ρ given in eq.(4.2.9)

one possible choice is

k0 =1

k1 =− 1√
2
e2f (eq + e−q)2E−α0 −

1
2e
−fE−α1

k2 = 1
2
√

2
ef (eq + e−q)

(
eqE−α0E−α1 + e−qE−α1E−α0

)
+ 1

8e
−2fE−α1E−α1

k3 =− 1
8
√

2
(
e2qE−α0E−α1E−α1 + E−α1E−α0E−α1 + e−2qE−α1E−α1E−α0

)
. (4.2.30)

This fits into the grading hypothesised in the previous chapter, with ks consisting

of products of s generators. Because K appears as part of the monodromy matrix

we would hope that K̂ could be written as an exponential of generators, but so far

such a form of eq.(4.2.29) has not been found. This is due to difficulties with the

calculation (at least when carried out in Maple) and there is no proof that it is not

possible.

The defect transport matrix satisfying eq.(4.1.23) is given by

K = e−
1
2 (p+q−2µ)HK̂e

1
2 (p−q−2µ)H . (4.2.31)

One interesting observation is that there is some additional gauge freedom to that

already discussed for the bulk Lax pairs and the defect. Applying no transformations

to the bulk Lax pair we can take K → eg(q)HKe−g(q)H , so K̂ → eg(q)HK̂e−g(q)H , to
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give

K̂ =


1− 1

4
√

2ρ
−3e2q 1

2ρ
−2ef+geq(eq + e−q) − 1√

2ρ
−1e2f+2g(eq + e−q)2

− 1√
2ρ
−1e−f−g 1− 1

4
√

2ρ
−3 1

2ρ
−2ef+ge−q(eq + e−q)

1
4ρ
−2e−2f−2g − 1√

2ρ
−1e−f−g 1− 1

4
√

2ρ
−3e−2q

 . (4.2.32)

This transformation obviously corresponds to making the field redefinition µ →

µ+g(q), and so the defect matrix for defects with different definitions of the auxiliary

fields are linked by this gauge transformation. The transformed matrix will also

satisfy the zero curvature condition, but where before we had f in the defect equations

of motion we will now have f + g.

4.2.2 Zero curvature for the D4 defect

The roots for D4 are given in eqs.(A.0.21),(A.0.36) and the momentum conserving

defect Lagrangian in eq.(3.3.4). The two possible momentum conserving defect

potentials are given in eqs.(3.3.10),(3.3.11) and eqs.(3.3.12),(3.3.13). Using the first

defect potential in eqs.(4.2.7),(4.2.8) gives

2ρ
[
K̂, Eα0

]
=efq2

(
K̂q2 − {K̂,H1} − {K̂,H2}

)
+ efq2fq2q2

[
K̂,H2

]
+ efq2fq2q3

[
K̂,H3

]
(4.2.33)

2ρ
[
K̂, Eα1

]
=efq2

(
K̂q2 + {K̂,H1} − {K̂,H2}

)
+ efq2fq2q2

[
K̂,H2

]
+ efq2fq2q3

[
K̂,H3

]
(4.2.34)

√
2ρ
[
K̂, Eα2

]
=e−fq2 +fq3 (eq2 + e−q2)

(
−K̂q2 + K̂q3 + {K̂,H2} − {K̂,H3}

)
+ e−fq2 +fq3

(
(−fq2q2 + fq2q3) (eq2 + e−q2) + eq2 − e−q2

) [
K̂,H2

]
+ e−fq2 +fq3 (−fq2q3 + fq3q3) (eq2 + e−q2)

[
K̂,H3

]
(4.2.35)

2ρ
[
K̂, Eα3

]
=e−fq3 (eq3 + e−q3)

(
−K̂q3 + {K̂,H3} − {K̂,H4}

)
− e−fq3fq2q3(eq3 + e−q3)

[
K̂,H2

]
+ e−fq3

(
−fq3q3(eq3 + e−q3) + eq3 − e−q3

) [
K̂,H3

]
(4.2.36)

2ρ
[
K̂, Eα4

]
=e−fq3 (eq3 + e−q3)

(
−K̂q3 + {K̂,H3}+ {K̂,H4}

)
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+−e−fq3fq2q3(eq3 + e−q3)
[
K̂,H2

]
+ e−fq3

(
−fq3q3(eq3 + e−q3) + eq3 − e−q3

) [
K̂,H3

]
(4.2.37)

− 2
(
e−q1−q2K̂E−α0 − eq1+q2E−α0K̂ + eq1−q2K̂E−α1 − e−q1+q2E−α1K̂

)
= ρe−fq2

(
− (eq1 + e−q1)(eq2 + e−q2)K̂q2 + (eq1 − e−q1)(eq2 + e−q2)

[
K̂,H1

]
+
(
−fq2q2(eq1 + e−q1)(eq2 + e−q2) + (eq1 + e−q1)(eq2 − e−q2)

) [
K̂,H2

]
− fq2q3(eq1 + e−q1)(eq2 + e−q2)

[
K̂,H3

] )
(4.2.38)

− 2
√

2
(
eq2−q3K̂E−α2 − e−q2+q3E−α2K̂

)
= ρefq2−fq3

(
(eq3 + e−q3)

(
K̂q2 − K̂q3

)
+ (fq2q2 − fq2q3) (eq3 + e−q3)

[
K̂,H2

]
+
(
(fq2q3 − fq3q3) (eq3 + e−q3) + eq3 − e−q3

) [
K̂,H3

] )
(4.2.39)

− 2
(
eq3−q4K̂E−α3 − e−q3+q4E−α3K̂ + eq3+q4K̂E−α4 − e−q3−q4E−α4K̂

)
= ρefq3

(
(eq4 + e−q4)K̂q3 + fq2q3(eq4 + e−q4)

[
K̂,H2

]
+ fq3q3(eq4 + e−q4)

[
K̂,H3

]
+ (eq4 − e−q4)

[
K̂,H4

] )
(4.2.40)

and using the second defect potential gives

2ρ
[
K̂, Eα0

]
=efq2

(
−K̂q2 + {K̂,H1}+ {K̂,H2}

)
− efq2fq2q2

[
K̂,H2

]
− efq2fq2q3

[
K̂,H3

]
(4.2.41)

2ρ
[
K̂, Eα1

]
=efq2

(
K̂q2 + {K̂,H1} − {K̂,H2}

)
+ efq2fq2q2

[
K̂,H2

]
+ efq2fq2q3

[
K̂,H3

]
(4.2.42)

√
2ρ
[
K̂, Eα2

]
=e−fq2 +fq3 (eq2 − e−q2)

(
K̂q2 − K̂q3 − {K̂,H2}+ {K̂,H3}

)
+ e−fq2 +fq3

(
(fq2q2 − fq2q3) (eq2 − e−q2)− eq2 − e−q2

) [
K̂,H2

]
+ e−fq2 +fq3 (fq2q3 − fq3q3) (eq2 − e−q2)

[
K̂,H3

]
(4.2.43)

2ρ
[
K̂, Eα3

]
=e−fq3 (eq3 − e−q3)

(
K̂q3 − {K̂,H3}+ {K̂,H4}

)
+ e−fq3fq2q3(eq3 − e−q3)

[
K̂,H2

]
+ e−fq3

(
fq3q3(eq3 − e−q3)− eq3 − e−q3

) [
K̂,H3

]
(4.2.44)

2ρ
[
K̂, Eα4

]
=e−fq3 (eq3 − e−q3)

(
−K̂q3 + {K̂,H3}+ {K̂,H4}

)



4.2. Zero curvature for momentum conserving defects in ATFTs 87

− e−fq3fq2q3(eq3 − e−q3)
[
K̂,H2

]
+ e−fq3

(
−fq3q3(eq3 − e−q3) + eq3 + e−q3

) [
K̂,H3

]
(4.2.45)

− 2
(
e−q1−q2K̂E−α0 − eq1+q2E−α0K̂ + eq1−q2K̂E−α1 − e−q1+q2E−α1K̂

)
= ρe−fq2

(
(eq1 − e−q1)(eq2 − e−q2)K̂q2 − (eq1 + e−q1)(eq2 − e−q2)

[
K̂,H1

]
+
(
fq2q2(eq1 − e−q1)(eq2 − e−q2)− (eq1 − e−q1)(eq2 + e−q2)

) [
K̂,H2

]
+ fq2q3(eq1 − e−q1)(eq2 − e−q2)

[
K̂,H3

] )
(4.2.46)

− 2
√

2
(
eq2−q3K̂E−α2 − e−q2+q3E−α2K̂

)
= ρefq2−fq3

(
(eq3 − e−q3)

(
K̂q2 − K̂q3

)
+ (fq2q2 − fq2q3) (eq3 − e−q3)

[
K̂,H2

]
+
(
(fq2q3 − fq3q3) (eq3 − e−q3) + eq3 + e−q3

) [
K̂,H3

] )
(4.2.47)

− 2
(
eq3−q4K̂E−α3 − e−q3+q4E−α3K̂ + eq3+q4K̂E−α4 − e−q3−q4E−α4K̂

)
= ρefq3

(
(eq4 − e−q4)K̂q3 + fq2q3(eq4 − e−q4)

[
K̂,H2

]
+ fq3q3(eq4 − e−q4)

[
K̂,H3

]
+ (eq4 + e−q4)

[
K̂,H4

] )
(4.2.48)

where in both cases eq.(4.2.8) has been split into three equations by equating powers

of µ.

Again in order to solve these matrix equations we must choose a representation of

D4. Using the same notation as in the Tzitzéica case we take

H1 =e8
1,1 − e8

2,2 H2 =e8
3,3 − e8

4,4 H3 =e8
5,5 − e8

6,6 H4 =e8
7,7 − e8

8,8 (4.2.49)

Eα1 =e8
1,3 + e8

4,2 Eα2 =e8
3,5 + e8

6,4 Eα3 =e8
5,7 + e8

8,6 Eα4 =e8
5,8 + e8

7,6

Eα0 =e8
2,3 + e8

4,1. (4.2.50)

Using this representation and the expansion of K̂ in ρ given in eq.(4.2.9) we

solve the matrix equations (4.2.33)-(4.2.40) for the first defect potential, given by

eqs.(3.3.10),(3.3.11), to give

k0 =1

k1 =− efq2 (E−α0 + E−α1)−
√

2e−fq2 +fq3(eq2 + e−q2)E−α2
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− e−fq3(eq3 + e−q3) (E−α3 + E−α4)

k2 =e2fq2E−α0E−α1 +
√

2efq3
(
eq2E−α0E−α2 + e−q2E−α2E−α0

)
+
√

2efq3
(
eq2E−α1E−α2 + e−q2E−α2E−α1

)
+
√

2e−fq2 (eq2 + e−q2)
(
eq3E−α2E−α3 + e−q3E−α3E−α2

)
+
√

2e−fq2 (eq2 + e−q2)
(
eq3E−α2E−α4 + e−q3E−α4E−α2

)
+ e−2fq3 (eq3 + e−q3)2E−α3E−α4

k3 =−
√

2efq2 +fq3
(
eq2E−α0E−α1E−α2 + e−q2E−α2E−α0E−α1

)
−
√

2
(
eq2+q3E−α0E−α2E−α3 + e−q2−q3E−α3E−α2E−α0

)
−
√

2
(
eq2+q3E−α0E−α2E−α4 + e−q2−q3E−α4E−α2E−α0

)
−
√

2
(
eq2+q3E−α1E−α2E−α3 + e−q2−q3E−α3E−α2E−α1

)
−
√

2
(
eq2+q3E−α1E−α2E−α4 + e−q2−q3E−α4E−α2E−α1

)
−
√

2e−fq2−fq3 (eq2 + e−q2)(eq3 + e−q3)
(
eq3E−α2E−α3E−α4 + e−q3E−α3E−α4E−α2

)
k4 =2e2fq3E−α2E−α0E−α1E−α2 + 2e−2fq2 (eq2 + e−q2)2E−α2E−α3E−α4E−α2

+
√

2efq2
(
eq2+q3E−α0E−α1E−α2E−α3 + e−q2−q3E−α3E−α2E−α0E−α1

)
+
√

2efq2
(
eq2+q3E−α0E−α1E−α2E−α4 + e−q2−q3E−α4E−α2E−α0E−α1

)
+
√

2e−fq3 (eq3 + e−q3)
(
eq2+q3E−α0E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α0

)
+
√

2e−fq3 (eq3 + e−q3)
(
eq2+q3E−α1E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α1

)
k5 =−

√
2efq2−fq3 (eq3 + e−q3)

(
eq2+q3E−α0E−α1E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α0E−α1

)
− 2efq3

(
eq3E−α2E−α0E−α1E−α2E−α3 + e−q3E−α3E−α2E−α0E−α1E−α2

)
− 2efq3

(
eq3E−α2E−α0E−α1E−α2E−α4 + e−q3E−α4E−α2E−α0E−α1E−α2

)
− 2e−fq2 (eq2 + e−q2)

(
eq2E−α0E−α2E−α3E−α4E−α2 + e−q2E−α2E−α3E−α4E−α2E−α0

)
− 2e−fq2 (eq2 + e−q2)

(
eq2E−α1E−α2E−α3E−α4E−α2 + e−q2E−α2E−α3E−α4E−α2E−α1

)
k6 =2e2q2E−α0E−α1E−α2E−α3E−α4E−α2

+ 2e−2q2E−α2E−α3E−α4E−α2E−α0E−α1

+ 2e2q3E−α2E−α0E−α1E−α2E−α3E−α4

+ 2e−2q3E−α3E−α4E−α2E−α0E−α1E−α2
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+ 2E−α0E−α2E−α3E−α4E−α2E−α0

+ 2E−α1E−α2E−α3E−α4E−α2E−α1

+ 2E−α3E−α2E−α0E−α1E−α2E−α3

+ 2E−α4E−α2E−α0E−α1E−α2E−α4

)
. (4.2.51)

Solving eqs.(4.2.41)-(4.2.48) for the second defect potential, given by eqs.(3.3.12),(3.3.13),

we have

k0 =1

k1 =efq2 (E−α0 − E−α1) +
√

2e−fq2 +fq3(eq2 − e−q2)E−α2

+ e−fq3(eq3 − e−q3) (E−α3 − E−α4)

k2 =− e2fq2E−α0E−α1 +
√

2efq3
(
eq2E−α0E−α2 − e−q2E−α2E−α0

)
−
√

2efq3
(
eq2E−α1E−α2 − e−q2E−α2E−α1

)
+
√

2e−fq2 (eq2 − e−q2)
(
eq3E−α2E−α3 − e−q3E−α3E−α2

)
−
√

2e−fq2 (eq2 − e−q2)
(
eq3E−α2E−α4 − e−q3E−α4E−α2

)
− e−2fq3 (eq3 − e−q3)2E−α3E−α4

k3 =−
√

2efq2 +fq3
(
eq2E−α0E−α1E−α2 − e−q2E−α2E−α0E−α1

)
+
√

2
(
eq2+q3E−α0E−α2E−α3 + e−q2−q3E−α3E−α2E−α0

)
−
√

2
(
eq2+q3E−α0E−α2E−α4 + e−q2−q3E−α4E−α2E−α0

)
−
√

2
(
eq2+q3E−α1E−α2E−α3 + e−q2−q3E−α3E−α2E−α1

)
+
√

2
(
eq2+q3E−α1E−α2E−α4 + e−q2−q3E−α4E−α2E−α1

)
−
√

2e−fq2−fq3 (eq2 − e−q2)(eq3 − e−q3)
(
eq3E−α2E−α3E−α4 − e−q3E−α3E−α4E−α2

)
k4 =2e2fq3E−α2E−α0E−α1E−α2 + 2e−2fq2 (eq2 − e−q2)2E−α2E−α3E−α4E−α2

−
√

2efq2
(
eq2+q3E−α0E−α1E−α2E−α3 + e−q2−q3E−α3E−α2E−α0E−α1

)
+
√

2efq2
(
eq2+q3E−α0E−α1E−α2E−α4 + e−q2−q3E−α4E−α2E−α0E−α1

)
−
√

2e−fq3 (eq3 − e−q3)
(
eq2+q3E−α0E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α0

)
+
√

2e−fq3 (eq3 − e−q3)
(
eq2+q3E−α1E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α1

)
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k5 =
√

2efq2−fq3 (eq3 − e−q3)
(
eq2+q3E−α0E−α1E−α2E−α3E−α4 + e−q2−q3E−α3E−α4E−α2E−α0E−α1

)
+ 2efq3

(
eq3E−α2E−α0E−α1E−α2E−α3 − e−q3E−α3E−α2E−α0E−α1E−α2

)
− 2efq3

(
eq3E−α2E−α0E−α1E−α2E−α4 − e−q3E−α4E−α2E−α0E−α1E−α2

)
+ 2e−fq2 (eq2 − e−q2)

(
eq2E−α0E−α2E−α3E−α4E−α2 − e−q2E−α2E−α3E−α4E−α2E−α0

)
− 2e−fq2 (eq2 − e−q2)

(
eq2E−α1E−α2E−α3E−α4E−α2 − e−q2E−α2E−α3E−α4E−α2E−α1

)
k6 =− 2e2q2E−α0E−α1E−α2E−α3E−α4E−α2

− 2e−2q2E−α2E−α3E−α4E−α2E−α0E−α1

− 2e2q3E−α2E−α0E−α1E−α2E−α3E−α4

− 2e−2q3E−α3E−α4E−α2E−α0E−α1E−α2

− 2E−α0E−α2E−α3E−α4E−α2E−α0

− 2E−α2E−α2E−α3E−α4E−α2E−α1

− 2E−α3E−α2E−α0E−α1E−α2E−α3

− 2E−α4E−α2E−α0E−α1E−α2E−α4 . (4.2.52)

These solutions also fit into the proposed grading. We have not checked whether the

solutions given here and in eq.(4.2.30) are representation independent.

The defect transport matrix satisfying eq.(4.1.23) is given by

K =e− 1
2 ((p1+q1)H1+(p2+q2−2µ2,t)H2+(p3+q3−2µ3,t)H3+(p4+q4)H4)K̂

e
1
2 ((p1−q1)H1+(p2−q2−2µ2,t)H2+(p3−q3−2µ3,t)H3+(p4−q4)H4). (4.2.53)

Once again we have K → eg(q2,q3)q2H2+g(q2,q3)q3H3Ke−g(q2,q3)q2H2−g(q2,q3)q3H3 taking the

K matrix from that of the original defect to that of a defect which is the original

defect with the auxiliary fields shifted by µ2 → µ2 + g(q2, q3)q2 , µ3 → µ3 + g(q2, q3)q3 .

The structure of these defect transport matrices is clearer if we write out the matrices

in full. To do this we simplify the situation slightly by setting f = 0, knowing that

the above expression could immediately be used to restore the efq2,3 multipliers

to their correct terms. We also take K̂ → 1√
2K̂, which does not affect whether
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K satisfies the zero curvature condition in eq.(4.1.23). We use Q±2,3 to denote the

brackets (eq2,3±e−q2,3). The defect matrix for the defect with the first defect potential

is

K̂ =



1√
2

√
2

ρ6 −
√

2eq2Q+
2

ρ5 − 1√
2ρ

eq2+q3Q+
3

ρ4
eq2
ρ2 − e

q2+q3
ρ3 − e

q2+q3
ρ3

√
2

ρ6
1√
2

−
√

2eq2Q+
2

ρ5 − 1√
2ρ

eq2+q3Q+
3

ρ4
eq2
ρ2 − e

q2+q3
ρ3 − e

q2+q3
ρ3

− 1√
2ρ

− 1√
2ρ

1√
2

+
√

2e2q2
ρ6

1√
2ρ2 −

eq2+q3Q+
3

ρ5 − e
q2
ρ3

eq2+q3
ρ4

eq2+q3
ρ4

−
√

2e−q2Q+
2

ρ5 −
√

2e−q2Q+
2

ρ5

√
2Q+2

2
ρ4

1√
2

+
√

2e−2q2
ρ6 −

eq3Q+
2 Q

+
3

ρ3 −
Q+

2
ρ

eq3Q+
2

ρ2
eq3Q+

2
ρ2

e−q2
ρ2

e−q2
ρ2 −

Q+
2
ρ

− e
−q2
ρ3

1√
2

+
√

2e2q3
ρ6

√
2

ρ4 −
√

2eq3
ρ5 −

√
2eq3
ρ5

e−q2−q3Q+
3

ρ4
e−q2−q3Q+

3
ρ4 −

e−q3Q+
2 Q

+
3

ρ3 −
e−q2−q3Q+

3
ρ5

Q+2
3√
2ρ2

1√
2

+
√

2e−2q3
ρ6 −

Q+
3√
2ρ

−
Q+

3√
2ρ

− e
−q2−q3
ρ3 − e

−q2−q3
ρ3

e−q3Q+
2

ρ2
e−q2−q3

ρ4 −
Q+

3√
2ρ

−
√

2e−q3
ρ5

1√
2

√
2

ρ6

− e
−q2−q3
ρ3 − e

−q2−q3
ρ3

e−q3Q+
2

ρ2
e−q2−q3

ρ4 −
Q+

3√
2ρ

−
√

2e−q3
ρ5

√
2

ρ6
1√
2


(4.2.54)

and for the second defect potential we have

K̂ =



1√
2

−
√

2
ρ6

√
2eq2Q−2
ρ5

1√
2ρ

−
eq2+q3Q−3

ρ4
eq2
ρ2 − e

q2+q3
ρ3

eq2+q3
ρ3

−
√

2
ρ6

1√
2

−
√

2eq2Q−2
ρ5 − 1√

2ρ
eq2+q3Q−3

ρ4 − e
q2
ρ2

eq2+q3
ρ3 − e

q2+q3
ρ3

− 1√
2ρ

1√
2ρ

1−
√

2e2q2
ρ6 − 1√

2ρ2
eq2+q3Q−3

ρ5 − e
q2
ρ3

eq2+q3
ρ4 − e

q2+q3
ρ4

√
2e−q2Q−2
ρ5 −

√
2e−q2Q−2
ρ5

√
2Q+2

2
ρ4

1√
2
−
√

2e−2q2
ρ6 −

eq3Q−2 Q
−
3

ρ3
Q−2
ρ

−
eq3Q−2
ρ2

eq3Q−2
ρ2

e−q2
ρ2 − e

−q2
ρ2

Q−2
ρ

e−q2
ρ3

1√
2
−
√

2e2q3
ρ6

√
2

ρ4 −
√

2eq3
ρ5

√
2eq3
ρ5

e−q2−q3Q−3
ρ4 −

e−q2−q3Q−3
ρ4

e−q3Q−2 Q
−
3

ρ3
e−q2−q3Q−3

ρ5 −
Q+2

3√
2ρ2

1√
2
−
√

2e−2q3
ρ6 −

Q−3√
2ρ

Q−3√
2ρ

− e
−q2−q3
ρ3

e−q2−q3
ρ3 −

e−q3Q−2
ρ2 − e

−q2−q3
ρ4

Q−3√
2ρ

−
√

2e−q3
ρ5

1√
2

−
√

2
ρ6

e−q2−q3
ρ3 − e

−q2−q3
ρ3

e−q3Q−2
ρ2

e−q2−q3
ρ4 −

Q−3√
2ρ

√
2e−q3
ρ5 −

√
2

ρ6
1√
2



.

(4.2.55)

With these defect contributions to the Lax pair which give zero curvature if and only

if the equations of motion for a momentum conserving D4 defect are satisfied we have

made a step towards proving the integrability of the general momentum conserving

defects found in chapter 2 and the defects in specific ATFTs given in chapter 3. In

both the Tzitzéica and D4 case momentum conservation gave sufficient constraints

on the defect for the generation of an infinite number of conserved quantities. It is

very likely that in all cases momentum conservation is necessary for integrability.



Chapter 5

Solitons and defects in affine Toda

field theories

5.1 Introduction

A soliton is a localised structure within a field theory which moves with constant

velocity and retains its form over time, even after interactions with other solitons.

They appear as solutions to many integrable systems including the Kortweg-de Vries

equation [GGKM67; Hir71], the nonlinear Schrödinger equation [ZM74; FT86] and,

most importantly for us, the ATFTs [Hal94]. Well-studied due to interest in their

stability and soliton-soliton interactions, they appear in various physical models

[SCM73]. For an overview of solitons in integrable systems see [FT86; For90].

An integrable soliton appears as a solution to the equations of motion of an integrable

field theory, and is stable due to a cancellation of (reinforcing) nonlinear effects and

dispersive effects, and the existence of an infinite number of conserved charges. A

topological soliton is stable due to possessing a topological charge. The solitons in

ATFTs are both integrable and topological, with the field taking different values as

x → ±∞ (corresponding to occupying different vacua of U) and their topological

charge is given by u(t,∞) − u(t,−∞). Consider the ATFT potential in eq.(3.1.1)
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with m = β = 1. As x → ±∞, so u → constant, we see that in order for U to

have multiple minima, and so support solitons, u must take a complex value. The

minima of U occur when u = 2πiw, where w is an element of the weight lattice of

the underlying Lie algebra.

Soliton solutions for the Ar ATFTs were found in [Hol92], with these solitons having

real mass and energy despite the fields being complex. Their topological charges

lie in the weight lattice of the fundamental representations of Ar. The static single

soliton solutions for all other ATFTs were found in [MM93], with folding utilised

to give the solitons in non simply laced ATFTs. Investigations into the topological

charges of these solitons were made in [McG94a] and [McG94b]. A survey of solitons

in ATFTs may be found in [Hal94]. These solitons were found using the Hirota

bilinear method [Hir71], which involves finding a bilinear form of the equations

of motion and allows very easy construction of multi-soliton solutions. Using this

method the single solitons are given by

u = −
n∑
i=0

αi ln τi (5.1.1)

where the τ functions are dependent on E = e
√
λ(cosh(θ)x−sinh(θ)t)+c. A particular set

of τ functions will specify a particular soliton. θ is the rapidity of the soliton, λ

is a constant which may take different values for different solitons and c is some

constant dictating the position and topological charge of the soliton. In [McG94a;

McG94b] it was found that for each soliton the possible topological charges will all

be of the form 2πi(wi + α), where wi is a particular fundamental weight and α may

be any root. This soliton can then be said to be associated with the corresponding

simple root αi. There are always as many species of solitons as there are simple

roots and no soliton is associated with the α0 root. The possible topological charges

of a particular soliton all lie in a fundamental representation of the Lie algebra, but

do not necessarily fill it.

For the D4 ATFT there are three solitons with λ = 2 which are associated with the

outer nodes on the Dynkin diagram and one soliton with λ = 6 which is associated
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with the central node on the Dynkin diagram. The τ functions of these solitons are

λ = 2 : τ0 = τ1 = 1 + E τ3 = τ4 = 1− E τ2 = 1 + E2 (5.1.2)

τ0 = τ3 = 1 + E τ1 = τ4 = 1− E τ2 = 1 + E2 (5.1.3)

τ0 = τ4 = 1 + E τ1 = τ3 = 1− E τ2 = 1 + E2 (5.1.4)

λ = 6 : τ0 = τ1 = τ3 = τ4 = 1 + E τ2 = 1− 4E + E2. (5.1.5)

These solitons are generally taken to be zero as x → −∞ and their topological

charge as x→∞, but if a different value of u is required as x→ ±∞ we can shift u

(in such a way that the bulk equations of motion are left invariant), giving a soliton

with the same topological charge but different values of u as x→ ±∞ to the above

expressions. For the soliton in eq.(5.1.2) the topological charges are such that it is

associated with α1, for eq.(5.1.3) α3, for eq.(5.1.4) α4 and for eq.(5.1.5) α2. There

is an orthogonal transformation (an outer automorphism of the Dynkin diagram)

which permutes the solitons associated with the outer nodes. This transformation

will also permute the α1,3,4.u terms appearing in the bulk potential U in eq.(3.1.1).

The interactions of solitons and defects have been investigated in the sine-Gordon

[BCZ04b], Ar [BCZ04a; CZ09b] and Tzitzéica [CZ09a] cases. In both the quantum

and linearised classical cases the type I defects were found to be purely transmitting

[DMS94b; KL99; BCZ04b], so here we are considering purely transmitting defects

and expect the soliton to be delayed by the defect. The delay experienced by a

soliton passing through a defect is found by taking u to be a soliton dependent

on E and v to be a soliton dependent on zE, where z is the delay. The defect

equations are then solved for z. Evidently z will modify the constant c, shifting the

soliton and possibly changing its topological charge. If z = 0 or z → ±∞ then all t

and x dependence is removed from the v field leaving it constant, with the soliton

appearing to be absorbed by the defect. The topological charge of the defect is given

by v(t, 0) − u(t, 0), and in the cases where the soliton changes topological charge

when transmitted through the defect or is absorbed by the defect the topological

charge of the defect before and after the interaction will be different.



5.2. Minima of the D4 defect potential 95

In the sine-Gordon case there is a single soliton, associated with the α1 root, and

depending on the value of c this may have a topological charge of 2πi (a soliton) or

−2πi (an antisoliton). For a soliton interacting with a type I defect z may take a

range of values which are completely determined by the rapidity of the incoming

soliton and the defect parameter σ. z may be such that a soliton emerges, that an

antisoliton emerges, or, if z is 0 or ∞, that no soliton emerges and v is constant.

In the Ar case there are two different type I defects and the delay of the αi soliton

passing through one defect is the same as the delay of the αr+1−i soliton passing

through the other defect. Again the delay factor z is dependent only on the soliton

rapidity and defect parameter and the defect may absorb a soliton or change its

topological charge [BCZ04a; CZ09b].

This absorption or changing of topological charge is particularly interesting, and

highlights the link between defects and Bäcklund transformations. By taking the

Bäcklund transformation of a system and setting one of the fields to be constant it

is possible to solve the equations for the other field to give the one soliton solution.

In this chapter we aim to give some flavour of how the generalised type II defects we

have found in chapter 3 interact with solitons. We will only consider the D4 defects.

In section 5.2 we find the minima of the two possible defect potentials, which limits

the possible soliton configurations which may appear on either side of these defects.

We then show that soliton solutions to the D4 ATFT with a type II defect exist and

calculate the soliton delays resultant from interactions with the defect in section 5.3

and consider the behaviour of the auxiliary fields at the defect in section 5.4.

5.2 Minima of the D4 defect potential

We will consider defects with the two different defect potentials found in section 3.3.1.

They are given in eqs.(3.3.10),(3.3.11), referred to as D+, D̄+, and (3.3.12),(3.3.13),

referred to as D−, D̄−. We begin with f = 0 in both cases, where f is the arbitrary
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function which may be introduced to the defect potential by a redefinition of the

auxiliary fields.

To investigate the minima of the defect potential we will need to know the pos-

sible values the fields can take at the defect as t → ±∞, since they must be the

solitons given in eqs.(5.1.1),(5.1.2)-(5.1.5). We will always take u(∞, 0) = 0 and

then u(−∞, 0) and v(±∞, 0) may be a 2πi multiple of any weight of D4, as given

in eq.(A.0.47). So for t → ±∞ we will always have eui = ±1, evi = ±1 and so

(recalling pi = 1
2(ui + vi), qi = 1

2(ui − vi)) epi = ±1,±i, eqi = ±1,±i as the possible

values for the exponentials of the fields appearing in the defect potential.

Firstly consider the minima of the potential given by F = D+ + D̄+. From Fp1 = 0

we have ep1 = ±1, from Fp2 = 0 we have eq2 + e−q2 6= 0 so eq2 = ±1, then using this

we have that Fq1 = 0 gives eq1 = ±1. Fp3 = 0 gives eq3 + e−q3 6= 0 and ep4 + e−p4 6= 0

so eq3 = ±1 and ep4 = ±1, Fq4 = 0 gives eq4 = ±1 and then Fq2 = 0, Fq3 = 0 and

Fp4 = 0 are automatically satisfied. None of the signs are correlated and Fp2,3 = 0

and Fµ2,3 = 0 are not yet satisfied. Solving Fp2 + Fµ2 = 0 and Fp3 + Fµ3 = 0 gives

eµ2 = ±(±2) 2
3 and eµ3 = ±(±2) 1

3 , where the ± within the brackets are correlated.

Finally Fp2 = 0 and Fp3 = 0 give ep2 = ±1 and ep3 = ±1. By our choice of values for

the bulk fields the ± signs appearing within the expressions for the auxiliary fields

are completely determined. So for any particular choice of values for the bulk fields

there are three possible values which the exponentials of the auxiliary fields may

take, arising from the powers of 1
3 .

Although we do not know the exact values taken by epi and eqi (as this would involve

specifying c in the soliton solutions so that the topological charge of the solitons was

set) we do have pi = πini and qi = πimi, where ni and mi are integers. Because we

assume u→ 0 as t→∞ the expression ui = pi + qi = πi(ni +mi) gives mi = −ni,

and so vi = pi − qi = 2πini as t → ∞. Looking at the fundamental weights given

in eq.(A.0.47) this means that we must have the far left value of the v field being a

2πi multiple of a weight in the root lattice shifted by 0, w1 or w2. A solution with

u = 0 and v = 2πiw3,4 as t→∞ (so the v soliton has been shifted from one given
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in eqs.(5.1.2)-(5.1.5) by 2πiw3,4) cannot exist for this defect as it does not lie in a

minimum of the defect potential. The final topological charge of this defect will be

a 2πi multiple of a weight in the root lattice shifted by 0, w1 or w2. If we assume

that the soliton does not change species as it passes through the defect then the

topological charge (and so value of the field as x→∞ or t→ −∞) of the u soliton

will be 2πi(wi + α) and the value of the v soliton as x → ∞ or t → −∞ may be

2πi(wi + β), 2πi(wi + w1 + β) or 2πi(wi + w2 + β) where α and β are roots. So

the initial topological charge of the defect will be v − u = β − α(+2πiw1,2). The

topological charge of this defect must always lie in either the root lattice or the root

lattice shifted by 2πiw1,2 as t→ ±∞.

Now consider the minima of the potential given by F = D− + D̄−. From Fp1 = 0

we have ep1 = ±i, from Fp2 = 0 we have eq2 − e−q2 6= 0 so eq2 = ±i, then using this

we have Fq1 = 0 giving eq1 = ±i. Fp3 = 0 gives eq3 − e−q3 6= 0 and ep4 − e−p4 6= 0

so eq3 = ±i and ep4 = ±i, Fq4 = 0 gives eq4 = ±i and then Fq2 = 0, Fq3 = 0 and

Fp4 = 0 are automatically satisfied. Again none of the ± are correlated and Fp2,3 = 0

are not yet satisfied. Solving Fp2 + Fµ2 = 0 and Fp3 + Fµ3 gives eµ2 = ±(±2i) 2
3 and

eµ3 = ±(±2i) 1
3 , where the ± within the brackets are correlated. Finally Fp2 = 0 and

Fp3 = 0 give ep2 = ±i and ep3 = ±i. Again the choice of values for the bulk fields

completely determines the ± signs which appear in the expressions for the auxiliary

fields. For any particular choice of values for the bulk fields there are again three

possible values which the exponentials of the auxiliary fields may take, arising from

the power of 1
3 .

Again we have not specified c in the soliton solutions, so do not know the topological

charge of the solitons or the exact values of the bulk fields, but we do have pi =
1
2πi(2ni + 1) and qi = 1

2πi(2mi + 1), where ni and mi are integers. With u = 0 as

t → ∞ the expression ui = pi + qi = πi(ni + mi + 1) gives mi = −ni − 1, and so

vi = pi − qi = πi(2ni + 1). Looking at the fundamental weights in eq.(A.0.47) this

means that we must have v a 2πi multiple of a weight in the root lattice shifted

by w3 or w4. A solution with u = 0 and v = 0, 2πiw1,2 as t → ∞ cannot exist for
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this defect. The final topological charge of the defect must be a 2πi multiple of a

weight in the root lattice shifted by w3 or w4. Again as we assume that the soliton

does not change species as it passes through the defect, so the value of the u field as

t→ −∞ will be 2πi(wi + α) and the value of the v field will be 2πi(wi +w3 + β) or

2πi(wi + w4 + β), where α and β are roots. So the initial topological charge of the

defect will be v − u = β − α + 2πiw3,4. The topological charge of this defect must

always lie in the root lattice shifted by 2πiw3,4.

So the possible topological charges for the two defect potentials separate into the two

distinct parts of the weight lattice described above. We do not know if these lattices

are filled by the topological charges of the defects. This analysis of the minima makes

sense if we recall our findings regarding the effect of shifts of the bulk fields on the

defect potential in section 3.3.1. There the potential as given in eqs.(3.3.10),(3.3.11)

was labelled with D+ and D̄+ and the potential as given in eqs.(3.3.12),(3.3.13) was

labelled with D− and D̄−. Then a shift of v → v + 2πiw1 gave σ → −σ for D+, D̄+

and D−, D̄−, a shift of v → v + 2πiw2 left D+, D̄+ and D−, D̄− unchanged, a shift

of v → v+ 2πiw3 gave D+ → D−, D̄+ → D̄− and D− → D+, D̄− → D̄+ and finally

a shift of v → v + 2πiw4 gave D+ → D−, D̄+ → D̄− and D− → D+ with σ → −σ

in both cases as well. The effects of these shifts on the defect potentials will dictate

their effect on the soliton solutions. If we start with a defect with potential D+, D̄+

and a solution such that u, v = 0 as t→∞ then for any shift written in terms of the

fundamental weights acting on v we can use these results to determine the effects

of the shift on the soliton delay and whether such a bulk soliton configuration is

allowed for the D+, D̄+ or D−, D̄− defect potential. For example, we take a bulk

soliton solution such that u, v = 0 as t→∞. This is a solution for a defect with the

D+, D̄+ defect potential but not the D−, D̄− one. Making the shift v → v + 2πiw3

takes D+, D̄+ ↔ D−, D̄−, and so this new soliton configuration should have the

same soliton delay but now be a solution for a defect with the D−, D̄− potential,

not the D+, D̄+ potential. As another example, we could instead make the shift

v → v + 2πiw1. We would expect the new bulk soliton configuration to still be a
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solution for the defect with the D+, D̄+ potential and not the D−, D̄− potential,

and because this bulk field shift also gave σ → −σ we would expect the soliton delay

to be the same as before except for σ → −σ.

5.3 Soliton delays

We will now consider soliton solutions to a D4 ATFT containing a defect. The soliton

on the left of the defect will be one of the four given in eqs.(5.1.2)-(5.1.5) dependent

on E = e
√
λ(cosh(θ)x−sinh(θ)t)+c with u→ 0 as t→∞. The soliton on the right of the

defect will be given by the same equation as the soliton on the left and have v → 0

as t→∞, but with E replaced by zE. z is the soliton delay and we will solve the

defect equations for z.

We will first consider the defect equations (2.2.34)-(2.2.39) with D+ and D̄+ as the

defect potential and f = 0. Any redefinitions of the auxiliary fields, which are what

this function f corresponds to, will change the values of the µ fields themselves, and

the positions of the minima of the defect potentials with respect to the µ fields, but

should not affect the behaviour of the bulk fields, or the delays experienced by the

solitons. For the soliton to the right of the defect we take v → 0 as t → ∞. We

introduce the constant ρ = 2 1
6σeθ, where σ is the defect parameter and θ is the soliton

rapidity, and note that it is different from the constant ρ which was introduced in

the previous chapter. For the soliton given in eq.(5.1.2) (that associated with simple

root α1) there are three possible delays. These are

z1 =(ρ− 1)(ρ+ e
1
3πi)

(ρ+ 1)(ρ− e 1
3πi)

z2 =(ρ− 1)(ρ− e 2
3πi)

(ρ+ 1)(ρ+ e
2
3πi)

z3 =(ρ+ e
1
3πi)(ρ− e 2

3πi)
(ρ− e 1

3πi)(ρ+ e
2
3πi)

. (5.3.1)

For the soliton given in eq.(5.1.3) (that associated with simple root α3) and the

soliton given in eq.(5.1.4) (that associated with simple root α4) the three possible

delays are

z1 =1 + ρ

1− ρ z2 =e
1
3πi − ρ
e

1
3πi + ρ

z3 =e
2
3πi + ρ

e
2
3πi − ρ

. (5.3.2)
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Finally for the soliton given in eq.(5.1.5) (that associated with simple root α2) the

delays are

z1 =(ρ− i)(ρ− e 1
6πi)

(ρ+ i)(ρ+ e
1
6πi)

z2 =(ρ+ i)(ρ+ e
5
6πi)

(ρ− i)(ρ− e 5
6πi)

z3 =(ρ+ e
1
6πi)(ρ− e 5

6πi)
(ρ− e 1

6πi)(ρ+ e
5
6πi)

. (5.3.3)

As expected the defect equations with D− and D̄− can never be satisfied for this

soliton configuration.

Now consider the soliton configuration where u→ 0 and v → 2πiw1 as t→∞ and

the defect with potential given by D+ and D̄+. For the soliton associated with α1

we have

z1 =(ρ+ 1)(ρ− e 1
3πi)

(ρ− 1)(ρ+ e
1
3πi)

z2 =(ρ+ 1)(ρ+ e
2
3πi)

(ρ− 1)(ρ− e 2
3πi)

z3 =(ρ− e 1
3πi)(ρ+ e

2
3πi)

(ρ+ e
1
3πi)(ρ− e 2

3πi)
, (5.3.4)

for the soliton associated with α3 or α4 we have

z1 =1− ρ
1 + ρ

z2 =e
1
3πi + ρ

e
1
3πi − ρ

z3 =e
2
3πi − ρ
e

2
3πi + ρ

, (5.3.5)

and for the soliton associated with α2 we have

z1 =(ρ+ i)(ρ+ e
1
6πi)

(ρ− i)(ρ− e 1
6πi)

z2 =(ρ− i)(ρ− e 5
6πi)

(ρ+ i)(ρ+ e
5
6πi)

z3 =(ρ− e 1
6πi)(ρ+ e

5
6πi)

(ρ+ e
1
6πi)(ρ− e 5

6πi)
. (5.3.6)

These are simply the delays for the previous configuration, as seen in eqs.(5.3.1)-

(5.3.3), with ρ→ −ρ. For the defect potential given by D− and D̄− there are again

no possible soliton solutions for this particular soliton configuration.

For the soliton configuration where u→ 0 and v → 2πiw2 as t→∞ the defect with

defect potential given by D+ and D̄+ again gives the delays in eqs.(5.3.1)-(5.3.3)

and the defect with defect potential given by D− and D̄− again has no solutions.

For the soliton configuration where u→ 0 and v → 2πiw3 as t→∞ the defect with

defect potential given by D+ and D̄+ now has no soliton solutions and the defect

with defect potential given by D− and D̄− gives the delays in eqs.(5.3.1)-(5.3.3).

Finally, for the soliton configuration where u→ 0 and v → 2πiw4 as t→∞ the defect

with defect potential given by D+ and D̄+ has no soliton solutions and the defect

with defect potential given by D− and D̄− gives the delays in eqs.(5.3.4)-(5.3.6).
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Recall that in section 3.3.1 we considered the effect of shifts in the bulk fields on

the defect potential. Comparing the results there to the soliton delays given here for

various soliton configurations in which the bulk v field has been shifted, we see that

the changes to the delays seen here correspond exactly to the changes in the defect

potential seen in section 3.3.1 when the v field is shifted by various fundamental

weights. All of these results fit exactly with our predictions made when considering

how the defect potential is affected by shifts of the bulk fields.

For each soliton configuration there are three possible delays. As there are three

possible minima for the auxiliary fields for every soliton configuration we expect

that the choice of minimum will dictate the delay. Taking ρ→ e
2
3πiρ cycles between

the delays and corresponds to the redefinition σ → e
2
3πiσ on the defect parameter.

Considering the defect potential, if this redefinition is applied toD++D̄+ orD+−D̄−

then the potential remains invariant if and only if we make some redefinition of the

auxiliary fields such that eµ2 → e−
2
3πieµ2 and eµ3 → e

2
3πieµ3 . In the previous section

we saw that for every field configuration there would be three possible values for

µ2 and µ3 which corresponded to minima of the defect potential, and these field

redefinitions would move us from one minimum to another. This confirms that

the delay factor experienced by a particular soliton will be dependent on which

minimum the auxiliary fields began in. We expect the equations of motion for µ2,3 to

be dependent on z, then requiring these fields to take a particular value as t→ −∞

will set the value of z.

We do not expect the value of f to affect the delays experienced by the solitons,

only the equations of motion for the auxiliary fields. As a small check that this is

the case we also calculated the soliton delays when

f =
∫ q2

dq′2 ln
(
eq
′
2 + e−q

′
2
)

+
∫ q3

dq′3 ln
(
eq
′
3 + e−q

′
3
)

(5.3.7)

rather than f = 0 for the defect with defect potential given by D+ and D̄+ and with
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the field configuration u→ 0 and v → 0 as t→∞, and when

f =
∫ q2

dq′2 ln
(
eq
′
2 − e−q′2

)
+
∫ q3

dq′3 ln
(
eq
′
3 − e−q′3

)
(5.3.8)

rather than f = 0 for the defect with defect potential given by D− and D̄− and with

the field configuration u→ 0 and v → 2πiw3 as t→∞. In both of these cases the

soliton delays were found to be those in eqs.(5.3.1)-(5.3.3).

The values of ρ which correspond to a pole or a zero in the soliton delay give the

defect parameter and soliton rapidity which lead to the soliton being absorbed by

the defect. Depending on the value z takes the defect can also alter the topological

charge of the soliton. Although changes in the topological charge of solitons are

allowed we have not considered the possibility for changes in the species of soliton.

A defect cannot transform a soliton into another soliton with a different value of

λ, as this would require the delay to be x and t dependent. However, it may be

possible for a defect to change the species of a soliton to another with the same

λ value. For the D4 solitons with λ = 2, as given in eqs.(5.1.2)-(5.1.4), there is

an orthogonal transformation which permutes the α1,3,4 solitons. We suggest that

taking this transformation and applying it to the v fields appearing in the standard

D4 defect (recalling that orthogonal transformations of the bulk fields and invertible

transformations of the auxiliary fields do not fundamentally change the system) will

give a defect which, while no longer having the standard (kinetic) defect Lagrangian

of uivi,t + 2µ(2)
i (u(2)

i,t − v
(2)
i,t ), is still momentum conserving and can take, for example,

an incoming α1 soliton and transform it to an α3 soliton. However, the complicated

form of such a defect means that this calculation of soliton delay has not yet been

carried out. It may also be that the allowed minima of the defect are such that this

combination of bulk fields cannot be a solution to the system as a whole.

In section 2.3 we saw that carrying out the Lorentz transformation in eqs.(2.3.35),(2.3.36)

(where (t′, x′) are the initial coordinates and (t, x) are the boosted coordinates) on a

system containing a stationary momentum conserving defect with defect parameter

σ gave a defect moving with velocity tanh(η), which is momentum conserving if its
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defect parameter is e−ησ. Applying the same coordinate transformation to a defect

with rapidity θ gives E = ecosh(θ)x′−sinh(θ)t′+c → ecosh(θ+η)x−sinh(θ+η)t+c, so a soliton

with rapidity θ + η. Recalling that ρ = 2 1
6σeθ is the only parameter which appears

in the expressions for the soliton delays we see that this Lorentz boost will not affect

the delays experienced by solitons passing through defects.

5.4 Auxiliary field behaviour

The auxiliary field behaviour is considered here for the defect with defect potential

given by D+ and D̄+ and the bulk fields such that u → 0, v → 0 as t → ∞. The

behaviour of the auxiliary fields in all other cases should be given by the redefinitions

of the auxiliary fields specified in section 3.3.1 when considering the effects of shifts

of the bulk fields on the defect potential.

For the soliton given in eq.(5.1.2) (that associated with simple root α1) the auxiliary

fields are given by

eµ2 =2 2
3ρ−1

(
E2 + 1

)− 1
2
(
z2E2 + 1

)− 1
2

((
z2(z + 1)E4 + 8z2E3 − (z + 1)(z2 − 8z + 1)E2 + 8zE + z + 1

)
ρ3

+ (z − 1)
(
z2E4 − (z2 − 4z + 1)E2 + 1

))
(
(z − 1)

(
zE2 + (z + 1)E + 1

)
ρ3

+
(
z(z + 1)E2 + (z − 1)2E + z + 1

))−1
(5.4.1)

eµ3 =2 1
3ρ
(
E − 1

)−1(
zE − 1

)−1

(
z2E4 − z(z + 1)E3 + (z2 + 1)E2 − (z + 1)E + 1

)
(
(z − 1)

(
zE2 + (z + 1)E + 1

)
ρ3 +

(
z(z + 1)E2 + (z − 1)2E + z + 1

))
(
(z + 1)

(
z2E4 + (z2 − 4z + 1)E2 + 1

)
ρ3

+ (z − 1)
(
z2E4 + (z2 + 1)E2 + 1

))−1
(5.4.2)
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with E as given above. For the soliton in eq.(5.1.3) the auxiliary fields are

eµ2 =2 2
3ρ−1(z − 1)(z + 1)−1(zE2 + 1)(E2 + 1)− 1

2 (z2E2 + 1)− 1
2 (5.4.3)

eµ3 =2 1
3ρ(z + 1)(z − 1)−1(zE2 − 1)(z2E2 − 1) 1

2 (E2 − 1)− 1
2 (5.4.4)

and likewise for the soliton given by eq.(5.1.4). Finally for the soliton in eq.(5.1.5)

the auxiliary fields are given by

eµ2 =2 5
3ρ2(z − 1)−1(E + 1)−4(zE + 1)−4

(
E2 − 4E + 1

) 1
2
(
z2E2 − 4zE + 1

) 1
2

(
z2E4 − z(z + 1)E3 + (z2 − 8z + 1)E2 − (z + 1)E + 1

)
(
z2E4 − z(z + 1)E3 + 6zE2 − (z + 1)E + 1

)−1

(
z6(z2 + 4z + 1)E12 + 2z4(2z4 + z3 + 12z2 + z + 2)E10

− 4z4(z + 1)(z2 − 14z + 1)E9

+ z2(z6 + 16z5 − 10z4 + 76z3 − 10z2 + 16z + 1)E8

+ 4z2(z + 1)(z4 + 5z3 + 24z2 + 5z + 1)E7

+ 2z(z6 + 8z5 − 11z4 + 256z3 − 11z2 + 8 + 1)E6

+ 4z(z + 1)(z4 + 5z3 + 24z2 + 5z + 1)E5

+ (z6 + 16z5 − 10z4 + 76z3 − 10z2 + 16z + 1)E4

− 4z(z + 1)(z2 − 14z + 1)E3

+ 2(2z4 + z3 + 12z2 + z + 2)E2 + z2 + 4z + 1
)

(√
3
(
z3(z + 1)E6 + z(z + 1)(z2 + z + 1)E4 + 16z2E3

+ (z + 1)(z2 + z + 1)E2 + z + 1
)
ρ3

+ (z − 1)
(
z3E6 − z(z2 − 5z + 1)E4

+ 4z(z + 1)E3 − (z2 − 5z + 1)E2 + 1
))−1

(5.4.5)

eµ3 =2− 2
3ρ−2(z − 1)(E + 1)3(zE + 1)3

(
E2 − 4E + 1

)−1(
z2E2 − 4zE + 1

)−1

(
z2E4 − z(z + 1)E3 + 6zE2 − (z + 1)E + 1

)
(√

3
(
z3(z + 1)E6 + z(z + 1)(z2 + z + 1)E4 + 16z2E3

+ (z + 1)(z2 + z + 1)E2 + z + 1
)
ρ3
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+ (z − 1)
(
z3E6 − z(z2 − 5z + 1)E4

+ 4z(z + 1)E3 − (z2 − 5z + 1)E2 + 1
))

(
z6(z2 + 4z + 1)E12 + 2z4(2z4 + z3 + 12z2 + z + 2)E10

− 4z4(z + 1)(z2 − 14z + 1)E9

+ z2(z6 + 16z5 − 10z4 + 76z3 − 10z2 + 16z + 1)E8

+ 4z2(z + 1)(z4 + 5z3 + 24z2 + 5z + 1)E7

+ 2z(z6 + 8z5 − 11z4 + 256z3 − 11z2 + 8z + 1)E6

+ 4z(z + 1)(z4 + 5z3 + 24z2 + 5z + 1)E5

+ (z6 + 16z5 − 10z4 + 76z3 − 10z2 + 16z + 1)E4

− 4z(z + 1)(z2 − 14z + 1)E3

+ 2(2z4 + z3 + 12z2 + z + 2)E2 + z2 + 4z + 1
)−1

(5.4.6)

We will consider the behaviour of these solutions as t → −∞, so E → ∞. From

our analysis of the minima of the defect potential we have eµ2 = ±(±2) 2
3 and

eµ3 = ±(±2) 1
3 . Depending on the values of these ± signs, as set by the bulk fields,

the possible values for the auxiliary fields are eµ2 = ±2 2
3 e

4
3πin2 and eµ3 = ±2 2

3 e
2
3πin3

or eµ2 = ±2 2
3 e

2
3πin2 and eµ2 = ±2 2

3 e
1
3πin3 , where n2,3 are integers.

First consider the expressions for the auxiliary fields when a soliton associated with

the α1 root passes through the defect, as given in eqs.(5.4.1),(5.4.2). When E →∞

these become

eµ2 =2 2
3ρ−1 (z + 1)ρ3 + z − 1

(z − 1)ρ3 + z + 1 (5.4.7)

eµ3 =2 1
3ρ

(z − 1)ρ3 + z + 1
(z + 1)ρ3 + z − 1 . (5.4.8)

The three possible delays for this soliton-defect configuration are given in eq.(5.3.1).

By substituting these into the above expression we see that if we are to have delay

z1 then the initial values of the auxiliary fields must be eµ2 = 2 2
3 e−

2
3πi and eµ3 =

2 1
3 e

2
3πi, if we are to have delay z2 then the auxiliary fields must take initial values of
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eµ2 = 2 2
3 e

2
3πi and eµ3 = 2 1

3 e−
2
3πi and if we are to have delay z3 then they must take

values eµ2 = 2 2
3 and eµ3 = 2 1

3 .

For a soliton associated with either the α3 or α4 root the auxiliary fields expressions

become

eµ2 =2 2
3ρ−1 z + 1

z − 1 (5.4.9)

eµ3 =2 1
3ρ
z + 1
z − 1 (5.4.10)

as t→ −∞. The three possible soliton delays are given in eq.(5.3.2). For a delay of

z1 the auxiliary fields must have initial values eµ2 = 2 2
3 and eµ3 = 2 1

3 , for a delay of

z2 they must have initial values of eµ2 = 2 2
3 e

2
3πi and eµ3 = 2 1

3 e−
2
3πi and for a delay

of z3 they must have initial values of eµ2 = 2 2
3 e−

2
3πi and eµ3 = 2 1

3 e
2
3πi.

Finally for a soliton associated with α2 passing through a defect the auxiliary field

expressions become

eµ2 =2 5
3ρ2 z2 + 4z + 1

(z − 1)(
√

3(z + 1)ρ3 + z − 1)
(5.4.11)

eµ2 =2− 2
3ρ−2 (z − 1)(

√
3(z + 1)ρ3 + z − 1)
z2 + 4z + 1 (5.4.12)

as t→ −∞ and the three possible soliton delays are given in eq.(5.3.3). For a delay

of z1 the auxiliary fields must have the initial values eµ2 = 2 2
3 e

2
3πi and eµ3 = 2 1

3 e−
2
3πi,

for a delay of z2 they must have the initial values eµ2 = 2 2
3 e−

2
3πi and eµ3 = 2 1

3 e
2
3πi

and for a delay of z3 they must have the initial values eµ2 = 2 2
3 and eµ3 = 2 1

3 .

These early values which the auxiliary field must take fit into our previous analysis

of the minima of the defect potential.



Chapter 6

Conclusion

In this thesis we have sucessfully expanded the Lagrangian defect picture by gener-

alising the type II defects first seen in [CZ09a]. From chapter 2 we have the general

form any momentum conserving defect (up to the restrictions on the defect couplings

described in that chapter) must take. We were also able to show that the equations

of motion of such a defect can always be modified to give a Bäcklund transformation

for the bulk theory. In chapter 3 we were able to find momentum conserving defects

in the Ar, Br, Cr and Dr ATFTs using the conditions found in the previous chapter.

Type I Ar ATFTs had been found previously in [BCZ04b; BCZ04a] and type II Cr

ATFTs had been found via folding of the type I Ar defects in [Rob14b], but the

Br and Dr defects are new. The modifications of the defect equations which give

a Bäcklund transformation may be applied to all the defects found in this chapter,

giving new Bäcklund transformations for the theories. In chapter 4 we gave some

thought to the integrability of a system with a defect. Only the existence of an infin-

ite number of conserved quantities was considered, and it was found that momentum

conservation was likely necessary for the existence of these conserved quantities.

Some possible restrictions on the splitting of the fields into those which couple as

a type I defect and those which couple as a type II defect were found, but these

were not proved to be necessary. A new transport matrix across the defect which

ensured zero curvature, and so an infinite number of conserved quantities, was found
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for defects in the D4 ATFT. In chapter 5 solitons passing from the bulk theory on

the left of a D4 defect to the bulk theory on the right were investigated. The delays

experienced by the soliton during such an interaction were found and the behaviour

of the auxiliary fields was analysed. As in previous cases the solitons experienced a

delay and in some cases a change of topological charge, with the delay set be the

rapidity of the incoming soliton and the defect parameter [BCZ04b; BCZ04a; CZ09b;

CZ09a], and like in the Tzitzéica case the initial values taken by the auxiliary fields

also affected the soliton delays.

This work has confirmed previous results (the squeezed sine-Gordon defects found in

[CZ09a] and the C3 defects found in [Rob14b]), provided new energy and momentum

conserving defects, and gives us a framework which will hopefully cover all defects in

ATFTs. The fact that all defects satisfying the conditions given in chapter 2 can be

used to give a Bäcklund transformation suggests that these momentum conserving

defects are integrable, as well as being an interesting observation in its own right.

The explicit calculations for transmission of solitons through the D4 defect also

strongly suggest that it is an integrable system. The most compelling evidence for

the integrability of these momentum conserving defects is the zero curvature of the

Tzitzéica and D4 defects.

The obvious next step is to attempt to find defects in the remaining exceptional

simply laced ATFTs (E6, E7, E8). In principle these are the only remaining cases it

is necessary to solve, as the folding procedure for defects in [Rob14b] can then be

used to find momentum conserving defects for all non-simply laced ATFTs. These E

series momentum conserving defects have not been found so far due to the difficultly

of finding appropriate 2-space. It may also be that a non-zero A matrix or ξ vector

field is required. However we have no systematic way of finding the 1-space and

2-space splitting, A matrix or ξ field required for a momentum conserving defect and

this is a difficult task to complete by trial and error alone. Chapter 4 did give us

some likely constraints on the 1-space and 2-space splittings which give an integrable

defect, but we have not yet been able to apply these conditions correctly to the E
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series. The D4 defect found should fold to the G2 defect, but this folding has not

yet been successfully carried out.

Another significant area for further study would be defects in quantum ATFTs. The

type I defects have been investigated in the quantum case in [BCZ05; CZ07; Ump08;

CZ09b; CZ10] and the type II defects in [CZ11; Rob15]. With the information

about the soliton-defect interactions for the D4 defect given in chapter 5 it should

be possible to construct a quantum scattering matrix for this defect.



Appendix A

Simple roots and generators of Lie

algebras

This appendix is intended to establish some of the notation and properties of Lie

algebras and their representations, roots and weights used in chapters 3 and 4. For

a more complete set of notes on this area see [Cah84; Geo99; Sam90].

The matrices which form a basis of a representation of a semi-simple Lie algebra

obey the following commutation relations.

[Hj, Eα] =(α)jEα (A.0.1)

Eα =E†−α (A.0.2)

[Eα, E−α] = 2
|α|2

(α)jHj (A.0.3)

[Eα, Eβ] =nαβEα+β if α + β ∈ roots (A.0.4)

[Eα, Eβ] =0 if α + β /∈ roots, 0. (A.0.5)

Here subscripts are used to identify the different generator matrices. A subscript

outside a bracket denotes an element of the bracketed vector. The matrices Hi are

the Cartan matrices and form a basis of the Cartan subalgebra, the largest set of

mutually commuting (and so mutually diagonalisable) matrices in the representation

of the algebra. The matrix Eα is an eigenvector of all Cartan matrices Hi under the
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commutator. The vector α is known as a root and the element (α)i is the eigenvalue

of Eα with Hi. For eq.(A.0.4) we must be able to determine whether a certain vector

is a root or not.

For any two roots α and β there will be a chain of roots β + pα, . . . , β, . . . , β −mα

which must satisfy

m− p = 2〈α, β〉
〈α, α〉

. (A.0.6)

If α is a root then the only multiples of α which are also roots are α, 0 and −α, so

the chain of roots can have a maximum of four elements. A chain with more than

four elements would give other multiples of roots as also being roots. So m− p can

take integer values between -3 and 3. The angle between two roots is given by

cos2 θ =〈α, β〉〈β, α〉
〈α, α〉〈β, β〉

, (A.0.7)

and so from this and eq.(A.0.6) we see that there is a restricted set of values which

angles between roots can take.

We can take some of the roots to be an ordered basis of the root space. A positive

root is a root whose first non-zero coefficient when written in this basis is positive.

The simple roots are defined as the positive roots which cannot be written as the

sum of two positive roots and are labelled α1, α2, . . . , αr. They form a basis of the

root space. All positive roots can be written as a sum of simple roots and all negative

roots can be written as a sum of negatives of simple roots. So we can use eq.(A.0.6)

to check whether sums of simple roots are in fact a root, and so build up all the

roots written as sums of simple roots. Note that αi−αj (where αi,j are simple roots)

cannot be a root as then either αi − αj or αj − αi would be a positive roots, and

so we would have αi = (αi − αj) + αj or αj = (αj − αi) + αi giving a simple root

written as a sum of positive roots.

For our purposes all Lie algebras are completely characterised by their Cartan matrix

or Dynkin diagram, which encodes the inner products between the simple roots. The
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Cartan matrix is an r × r matrix with entries given by

Aij =2 〈αi, αj〉
〈αj, αj〉

(A.0.8)

where αi (i = 0, . . . , r) are the simple roots. Obviously the diagonal entries will be 2.

Considering eq.(A.0.6), the fact that αi − αj (where αi and αj are simple roots) is

not a root means that Aij, i 6= j can only take values 0, −1, −2, −3. These values

correspond to different inner products between the simple roots. The Schwartzchild

inequality 〈a, b〉2 ≤ 〈a, a〉〈b, b〉 also gives limits on Aij. It has equality when a is

proportional to b, but if a and b are simple roots we can never have equality (as they

are linearly independent), and therefore AijAji < 4.

The information in the Cartan matrix can be represented on a Dynkin diagram. For

every simple root we place a dot or node. Then the ith and jth nodes are connected

by a number of lines equal to AijAji. If Aij 6= Aji then 〈αi, αi〉 6= 〈αj, αj〉 and we add

a direction to the lines pointing towards the shortest root. So, all our possibilities

(taking into account the restrictions on Aij detailed in the previous paragraph) are

αi αj Aij =0 Aji =0

αi αj Aij =− 1 Aji =− 1

αi αj Aij =− 2 Aji =− 1

αi αj Aij =− 3 Aji =− 1.

In using these to build Dynkin diagrams it can be found that there is a fairly limited

number. Below we give the Dynkin diagrams of all semi-simple Lie algebras.

Ar : α1 α2 αr−1 αr (A.0.9)

Br : α1 α2 αr−1 αr (A.0.10)

Cr : α1 α2 αr−1 αr (A.0.11)
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Dr :
α1 α2 αr−2

αr

αr−1

(A.0.12)

E6 : α1 α2 α3 α4 α5

α6

(A.0.13)

E7 : α1 α2 α3 α4 α5

α7

α6 (A.0.14)

E8 : α1 α2 α3 α4 α5

α8

α6 α7

(A.0.15)

F4 : α1 α2 α3 α4 (A.0.16)

G2 : α1 α2 (A.0.17)

For small r some of the A, B, C and D diagrams are isomorphic to each other so

to avoid these overlaps we have Ar for r ≥ 1, Br for r ≥ 2, Cr for r ≥ 3 and Dr

for r ≥ 4. The diagrams with only single lines are called simply laced, and all their

simple roots are the same length. The following roots satisfy the inner product
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relations encapsulated within the above diagrams.

Ar : α1 =



1

−1

0
...

0


α2 =



0

1

−1
...

0


. . . αr−1 =



0
...

1

−1

0


αr =



0
...

0

1

−1


(A.0.18)

Br : α1 =



1

−1

0
...

0


α2 =



0

1

−1
...

0


. . . αr−1 =



0
...

0

1

−1


αr =



0
...

0

0

1


(A.0.19)

Cr : α1 =



1

−1

0
...

0


α2 =



0

1

−1
...

0


. . . αr−1 =



0
...

0

1

−1


αr =



0
...

0

0

2


(A.0.20)

Dr : α1 =



1

−1

0
...

0


α2 =



0

1

−1
...

0


. . . αr−1 =



0
...

0

1

−1


αr =



0
...

0

1

1


(A.0.21)
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E6 : α1 =



1

−1

0

0

0

0

0

0

0



α2 =



0

1

−1

0

0

0

0

0

0



α3 =



0

0

1

−1

0

0

0

0

0



α4 =



0

0

0

1

−1

0

0

0

0



α5 =



0

0

0

0

1

−1

0

0

0



α6 =1
3



−1

−1

−1

2

2

2

−1

−1

−1



(A.0.22)

E7 : α1 =



1

−1

0

0

0

0

0

0

0



α2 =



0

1

−1

0

0

0

0

0

0



α3 =



0

0

1

−1

0

0

0

0

0



α4 =



0

0

0

1

−1

0

0

0

0





Simple roots and generators of Lie algebras 116

α5 =



0

0

0

0

1

−1

0

0

0



α6 =



0

0

0

0

0

1

−1

0

0



α7 =1
3



−1

−1

−1

−1

2

2

2

−1

−1



(A.0.23)

E8 : α1 =



0

1

−1

0

0

0

0

0

0



α2 =



0

0

1

−1

0

0

0

0

0



α3 =



0

0

0

1

−1

0

0

0

0



α4 =



0

0

0

0

1

−1

0

0

0



α5 =



0

0

0

0

0

1

−1

0

0



α6 =



0

0

0

0

0

0

1

−1

0



α7 =



0

0

0

0

0

0

0

1

−1



α8 =1
3



−1

−1

−1

−1

−1

−1

2

2

2



(A.0.24)
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F4 : α1 =



0

1

−1

0


α2 =



0

0

1

−1


α3 =



0

0

0

1


α4 =1

2



1

−1

−1

−1


(A.0.25)

G2 : α1 =


√

2

0

 α2 =

− 1√
2

1√
6

 (A.0.26)

These are the simple roots in (one of) their simplest possible forms, with the exact

choice of vectors dictated by trying to set as many entries to zero in as many simple

roots as possible. Because the Cartan matrices and Dynkin diagrams only give

information about the angles between roots and their relative lengths we can act on

these vectors with any orthogonal transformation or overall scaling and still have

the simple roots of the same Lie algebra. We have chosen to take the first simple

root to have length
√

2. Note that for the Ar simple roots the vectors are length

r + 1 as they are far simpler to write this way. For A1 we will simply take α1 = 1.

It is possible to use these simple roots to construct a Toda field theory, a conformal

field theory without soliton solutions. For affine Toda field theory we base the field

theory on the simple roots encoded in the affine Dynkin diagrams. The affine Dynkin

diagrams have an extra node, and so there is an extra root being treated like the

simple roots. This extra "simple" root is the lowest weight root, denoted by α0 and

given by α0 = −∑r
i=1 niαi where αi are the simple roots and ni are some numbers

which are characteristic of the algebra. These nis are

Ar : ni =1 i =1, . . . , r (A.0.27)

Br : n1 =1 ni =2 i =2, . . . , r (A.0.28)

Cr : ni =2 nr =1 i =1, . . . , r − 1 (A.0.29)

Dr : n1 =1 nr−1 =1 nr =1 ni =2 i =2, . . . , r − 2 (A.0.30)

E6 : n1 =1 n2 =2 n3 =3 n4 =2

n5 =1 n6 =2 (A.0.31)
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E7 : n1 =1 n2 =2 n3 =3 n4 =4

n5 =3 n6 =2 n7 =2 (A.0.32)

E8 : n1 =2 n2 =3 n3 =4 n4 =5

n5 =6 n6 =4 n7 =2 n8 =3 (A.0.33)

F4 : n1 =2 n2 =3 n3 =4 n4 =2 (A.0.34)

G2 : n1 =2 n2 =3 (A.0.35)

and so the lowest weight α0 roots for the various algebras are

Ar : α0 =



−1

0
...

0

1


Br : α0 =



−1

−1

0
...

0


Cr : α0 =



−2

0
...

0


Dr : α0 =



−1

−1

0
...

0



E6 : α0 =1
3



−1

−1

−1

−1

−1

−1

2

2

2



E7 : α0 =1
3



−1

−1

−1

−1

−1

−1

2

2

2



E8 : α0 =



1

−1

0

0

0

0

0

0

0



F4 : α0 =



−1

−1

0

0


G2 : α0 =

− 1√
2

−
√

3
2

 . (A.0.36)

When the α0 root is included in the Dynkin diagrams we have the affine Dynkin
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diagrams,

Ar :

α0

α1 α2 αr−1 αr (A.0.37)

Br :
αr−1 αr

α1

α2

α0

(A.0.38)

Cr : αr−1 αrα0 α1 (A.0.39)

Dr :α1

α2 αr−2
αr

αr−1α0

(A.0.40)

E6 : α1 α2 α3 α4 α5

α6

α0

(A.0.41)

E7 : α1 α2 α3 α4 α5

α7

α6 α0

(A.0.42)

E8 : α1 α2 α3 α4 α5

α8

α6 α7α0

(A.0.43)
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F4 : α1 α2 α3 α4α0 (A.0.44)

G2 : α1 α2α0 . (A.0.45)

Because the B2 and C2 affine Dynkin diagrams are isomorphic but their form is more

akin to the pattern followed by the Cr diagrams we choose to take Br for r ≥ 3 and

Cr for r ≥ 2, which differs from the non-affine convention. Often the semi-simple

Lie algebras are denoted by a capital letter and their affine versions are denoted by

the same letter with a tilde. Here we just take the un-tilded letter to mean the affine

version, as that is all we will be working with from now on. Also note that while we

are using the affine simple roots we are still using the non-affine, finite dimensional

generators as defined by the commutation relations in eqs.(A.0.1)-(A.0.5).

The roots are the eigenvectors of the Hi matrices in the adjoint representation,

defined by adX(Y ) = [X, Y ]. Weights are eigenvectors of Hi in any representation.

All possible roots form a root lattice and all possible weights form a weight lattice

which contains the root lattice. The weights also obey eq.(A.0.6) but with the root

β replaced by a weight. The fundamental weights wj satisfy 〈αi, wj〉 = δij, with wi

being the fundamental weight associated to the simple root αi.

The fundamental weights of A3 are

w1 =1
4



3

−1

−1

−1


w2 =1

2



1

1

−1

−1


w3 =1

4



1

1

1

−3


(A.0.46)

and the fundamental weights of D4 are

w1 =



1

0

0

0


w2 =



1

1

0

0


w3 =1

2



1

1

1

−1


w4 =1

2



1

1

1

1


. (A.0.47)
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